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1 Introduction

Historically multi-point boundary problems have had as
pioneer works the Il’in and Moiseev ’s papers (see, [4, 5])
in which they consider the following problem{

u′′(x) + f(x, u(x), u′(x)) = 0
u(0) = 0 , u(1) =

∑m−2
i=1 αiu(ηi))

(1)

where f : [0, 1] × R × R → R, η1, ..., ηm−2 ∈ (0, 1) and
α1, ..., αm−2 ∈ R.

Since then several authors have studied variations of this
class problem, sometimes involving three points other
times involving multiple points, for example [6, 1, 2, 3,
8, 9, 10]. This category of problems describe many phe-
nomena in applied mathematical science (see, [13]). On
account of this the relevance of its study. In this paper
we consider the problem in a more generalized and more
comprehend form:{

u′′(x) + f(x, u(x), u′(x)) = 0
u(0) = 0 , u(1) = g(u(η1), ..., u(ηm−2))

(2)

where f : [0, 1] × R × R → R and g : Rm−2 → R are
continuos functions possibly nonlinear and η1, ..., ηm−2 ∈
(0, 1).

This work is organized in the following way: in section 2
we present a result of a positive solution existence using
the Krasnoselskii’s theorem in cones [11] and in section 3
we present a result of multiple positive solution existence
using the Avery-Peterson’s theorem [7]. In the literature
we find techniques using the Krasnoselskii’s theorem to
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solve multi-point boundary problems with the following
characterization:

u′′(x) + f(x, u(x)) = 0 (3)

and these techniques has been very much used by sev-
eral authors. However in (2) we notice the existence
of the “u′ ” term in the argument of function f . This
term makes the use of Krasnoselskii’s theorem difficult
and consequently makes the use of Avery-Peterson’s the-
orem difficult too. We demonstrate in this work the use of
these theorems keeping the “u′ ” term and keeping gen-
eral conditions in the boundary and on account of this
we have the relevance of the technique exposed in this
paper. For the purpose of this work we need to introduce
the mains tools.

Theorem 1.1 Let X = (X, ‖ · ‖) be a Banach space,
and let P ⊂ X be a cone in X. Assume Ω1, Ω2 are
open subsets of X with 0 ∈ Ω1, Ω1 ⊂ Ω2, and let S :
P ∩ (Ω2\Ω1) → P be a completely continuous operator
such that, either

(a)‖Su‖ ≤ ‖u‖, u ∈ P ∩ ∂Ω1 , and ‖Su‖ ≥ ‖u‖, u ∈
P ∩ ∂Ω2, or

(b)‖Su‖ ≥ ‖u‖, u ∈ P ∩ ∂Ω1 , and ‖Su‖ ≤ ‖u‖, u ∈
P ∩ ∂Ω2.

Then S has a fixed point in P ∩ (Ω2\Ω1).

Now, we need to consider the convex sets

P (γ, d) = {x ∈ P |γ < d}

P (γ, α, b, d) = {x ∈ P |b ≤ α(x) and γ(x) < d}

P (γ, θ, α, b, c, d) = {x ∈ P |b ≤ α(x), θ(x) ≤ c and γ(x) < d}

and the closed set

R(γ, ψ, a, d) = {x ∈ P |a ≤ ψ(x) and γ(x) < d}.

Theorem 1.2 Let P be a cone in a real Banach space X.
Let γ and θ nonnegative continuous convex functionals on
P , α be a nonnegative continuous concave functional on
P , and ψ be a nonnegative continuous functional on P
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satisfying ψ(λx) ≤ λψ(x) for 0 ≤ λ ≤ 1, such that for
some positive numbers µ and d,

α(x) ≤ ψ(x) and ‖x‖ ≤ µγ(x),

for all x ∈ P (γ, d). Suppose

T : P (γ, d) → P (γ, d)

is completely continuous and there exist positive numbers
a, b, c with a < b, such that

{u ∈ P (γ, θ, α, b, c, d)|α(u) > b} 6= ∅ and

u ∈ P (γ, θ, α, b, c, d) ⇒ α(Tu) > b (4)

α(Tu) > b for u ∈ P (γ, α, b, d) with θ(Tu) > c, (5)

0 6∈ R(γ, ψ, a, d) and ψ(Tu) < α for (6)

u ∈ R(γ, ψ, a, d) with ψ(u) = a.

Then T has at least three distinct fixed points in P (γ, d).

The first theorem is a fixed point theorem in cone due to
Krasnoselskii. The second result is the Avery-Peterson
theorem.

2 Existence of Positive Solutions

Let C1[0, 1] be the Banach space of all continuous func-
tions at [0, 1] equipped with the norm

‖u‖ = max{‖u‖∞, ‖u′‖∞}

We begin this section by pointing out that the solutions
of (2) can be written as

u(x) =
∫ 1

0

G(x, t)f(t, u(t), u′(t)) dt

+g(u(η1), ..., u(ηm−2))x,

where G is the Green’s function for u′′(x)+f(x) = 0 with
u(0) = u(1) = 0, namely,

G(x, t) =
{
t(1− x) t ≤ x
x(1− t) x ≤ t.

We can note that G(x, t) has the following properties:

∂xG(x, t) =
{
−t t ≤ x
(1− t) x ≤ t

, (7)

G(x, t) = |G(x, t)| ≤ |∂xG(x, t)|, (8)

∫ 1

0

|∂xG(x, t)|dt ≤ 1
2
, (9)

G(x, t) ≥ mG(t, t),∀x ∈ [m, 1−m] and 0 ≤ m ≤ 1

2
, (10)

and

∫ 1

0

G(x, t)dt ≤ 1

8
. (11)

We know that u is solution of (2) if and only if it is a fixed
point of the operator T : C1[0, 1] → C1[0, 1] defined by

(Tu)(x) =

∫ 1

0

G(x, t)f(t, u(t), u′(t)) dt+g(u(η1), ..., u(ηm−2))x.

(12)

In this sense we have the following result.

Theorem 2.1 Suppose that there exist t ∈ [0, 1] with
f(t, 0, 0) > 0 and there exist d > 0 such that the following
conditions hold:

(A1) 0 ≤ f(t, u, v) ≤ d, ∀(t, u, v) ∈ [0, 1]× [0, d]× [−d, d],

(A2) 0 ≤ g(y) ≤ d
2
, ∀y ∈ [0, d]m−2.

Then (2) has a positive solution u∗ ∈ C1[0, 1].

Proof. We shall employ Krasnoselskii theorem. To begin,
note that the operator T : C1[0, 1] → C1[0, 1] is completely
continuous by Arzela-Ascoli’s theorem. Next, we define a cone
P by

P = {u ∈ C1[0, 1];u ≥ 0, u(0) = 0}.
We see that T : P ∩ B(0, d) → C where B(0, d) = {u ∈
C1[0, 1]; ‖u‖ ≤ d}. In fact, Tu(0) = 0 because G(0, t) = 0.
Furthermore, by (A1) and (A2) we conclude Tu ≥ 0. There-
fore, T : C ∩ B(0, d) → C . Now, we shall show that
‖Tu‖ ≤ ‖u‖ for all u ∈ C∩∂B(0, d). Thus let u ∈ C∩∂B(0, d).
By to use (8) and (A1) we have

|
∫ 1

0

G(x, t)f(t, u(t), u′(t))dt+ g(u(η1), ..., u(ηm−2))x|

≤
∫ 1

0

|∂xG(x, t)|f(t, u(t), u′(t))dt+ |g(u(η1), ..., u(ηm−2))|.

Then

‖Tu‖ ≤
∫ 1

0

|∂xG(x, t)|f(t, u(t), u′(t))dt

+|g(u(η1), ..., u(ηm−2))|,

that is,

‖Tu‖ ≤ d

∫ 1

0

|∂xG(x, t)|dt+ |g(u(η1), ..., u(ηm−2))|

Using (A3) and (9) we can get

‖Tu‖ ≤ d

∫ 1

0

|∂xG(x, t)|dt+
d

2
≤ d.
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Thus we conclude that ‖Tu‖ ≤ ‖u‖, ∀u ∈ C ∩ ∂B(0, d).

Next we need to show that there exist d > 0 such that ‖Tu‖ ≥
‖u‖, ∀u ∈ P ∩ ∂B(0, d), where B(0, d) = {u ∈ C1[0, 1]; ‖u‖ ≤
d}. In fact, let us suppose the inequality is false. Thus for
each n > d we can get un ∈ P such that

‖un‖ =
1

n

and

‖Tun‖ <
1

n
.

Then un → 0 and Tun → 0. Since T is continuous we have
T0 = 0. But, from the hypothesi of theorem there exist t ∈
[0, 1] such that f(t, 0, 0) > 0. Therefore T0 > 0 which is a
contradiction. Thus there exist d > 0 such that ‖Tu‖ ≥ ‖u‖,
∀u ∈ P ∩ ∂B(0, d). If we considerer Ω1 = B(0, d) and Ω2 =
B(0, d) we have from item (b) of Krasnoselskii theorem that
(2) has a positive solution u∗ ∈ C1[0, 1].

Example 2.2 Let us consider

f(t, u, v) = 2t+
3

10
u+

v2

20

and
g(z) =

z

2
.

Taking d = 10 we get

• 0 ≤ f(t, u, v) ≤ 10 = d if (t, u, v) ∈ [0, 1] × [0, 10] ×
[−10, 10],

• maxt∈[0,1] f(t, 0, 0) = 2 > 0,

• 0 ≤ g(z) ≤ 5 = d
2
,∀z ∈ [0, 10].

Thus we can obtain from theorem 2.1 that the problem (2) has
a positive solution.

3 Multiple Solutions

In this section we are presenting our multiplicity result.

Theorem 3.1 Suppose that the hypothesis of Theorem 2.1
hold. Suppose in addition that there exist a > 0 such that f
and g satisfies the following conditions:

(A3) f(t, u, v) < 6a, ∀(t, u, v) ∈ [0, 1] × [0, a] × [−d, d] and
g(u) < a

4
with ‖u‖ ≤ a,

(A4) f(t, u, v) > 70a, ∀(t, u, v) ∈ [ 1
4
, 3

4
]× [2a, 8a]× [−d, d].

Then the problem (2) has at least three positive solutions.

Proof. We apply Avery-Peterson theorem. Thus, we con-
sider T and P defined as before. Furthermore, we need define
the following functionals motivated by Bai-Wang-Ge [12],

γ(u) = ‖u‖,

ψ(u) = θ(u) = max
t∈[0,1]

|u(t)|,

α(u) = min
t∈[ 14 , 3

4 ]
|u(t)|.

From (A1) we have Tu ≥ 0 if γ(u) = ‖u‖ ≤ d. Using (A2) we
get γ(Tu) ≤ d if γ ≤ d. Therefore, T : P (γ, d) → P (γ, d).

Now, we considerer
b = 2a

and
c = 8a.

Clearly, we have {u ∈ P (γ, θ, α, b, c, d)|α(u) > b} 6= ∅. Let us
verify (4).

α(Tu) = min
x∈[ 14 , 3

4 ]
(Tu)x

≥ min
x∈[ 14 , 3

4 ]

∫ 1

0

G(x, t)f(t, u(t), u′(t))dt

+ min
x∈[ 14 , 3

4 ]
g(u(η1), ..., u(ηm−2))x

≥ 1

4

∫ 3
4

1
4

G(t, t)f(t, u(t), u′(t))dt

+
1

4
g(u(η1), ..., u(ηm−2))

≥ 1

4

∫ 3
4

1
4

G(t, t)f(t, u(t), u′(t))dt

Using (A4) we can get

α(Tu) ≥ (70a)
1

4

∫ 3
4

1
4

G(t, t)dt ≥ (70a)
11

384

> 2a = b.

Let us show (5). Let u ∈ P (γ, α, b, d) with θ(Tu) > c. Then

α(Tu) = min
x∈[ 14 , 3

4 ]
(

∫ 1

0

G(x, t)f(t, u(t), u′(t))dt

+g(u(η1), ..., u(ηm−2)))

≥ min
x∈[ 14 , 3

4 ]
(

∫ 1

0

G(x, t)f(t, u(t), u′(t))dt)

+ min
x∈[ 14 , 3

4 ]
g(u(η1), ..., u(ηm−2))x

≥ 1

4

∫ 3
4

1
4

G(t, t)f(t, u(t), u′(t))dt

+
1

4
max

x∈[0,1]
g(u(η1), ..., u(ηm−2))x

≥ 1

4
{ max

x∈[0,1]

∫ 1

0

G(x, t)f(t, u(t), u′(t))dt

+ max
x∈[0,1]

g(u(η1), ..., u(ηm−2))}

=
1

4
θ(Tu) >

c

4
=

8a

4
= 2a = b.

Now, let us show (6). Thus, let u ∈ R(γ, ψ, a, d) with ψ(u) =
a. From (A1)− (A2) we have,

ψ(Tu) = max
x∈[0,1]

|Tu(x)|

≤ max
x∈[0,1]

∫ 1

0

G(x, t)f(t, u(t), u′(t))dt

+ max
x∈[0,1]

g(u(η1), ..., u(ηm−2)).
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Then, from (A3) we get

ψ(Tu) ≤ 6a max
x∈[0,1]

∫ 1

0

G(x, t)dt+
a

4
.

Applying Avery-Peterson theorem we have the result.

Example 3.2 Suppose that

f(t, u, v) =

{
t+ 70

32
u5 + ( v

80
)2, 0 ≤ u ≤ 2

t+ 70 + u−2
10

+ ( v
80

)2, 2 ≤ u ≤ 80

and

g(z) =
z

4
.

Taking a = 1 and d = 80 we get

• 0 ≤ f(t, u, v) ≤ 80 (t, u, v) ∈ [0, 1]× [0, 80]× [−80, 80],

• f(t, u, v) < 6 (t, u, v) ∈ [0, 1]× [0, 1]× [−80, 80],

• f(t, u, v) > 70 (t, u, v) ∈ [ 1
4

3
4
]× [2, 8]× [−80, 80],

• 0 ≤ g(z) ≤ 1
4
z ∈ [0, 1],

• 0 ≤ g(z) ≤ 20 z ∈ [0, 80].

Thus, all assumptions of theorem 3.1 are satisfied. Therefore,
the present problem has at least three positive solutions.
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