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An Explicit, Stable, High-Order Spectral Method
for the Wave Equation Based on Block Gaussian
Quadrature

James V. Lambers *

Abstract—This paper presents a modification of
Krylov Subspace Spectral (KSS) Methods, which
build on the work of Golub, Meurant and others per-
taining to moments and Gaussian quadrature to pro-
duce high-order accurate approximate solutions to
the variable-coefficient second-order wave equation.
Whereas KSS methods currently use Lanczos iter-
ation to compute the needed quadrature rules, the
modification uses block Lanczos iteration in order to
avoid the need to compute two quadrature rules for
each component of the solution, or use perturbations
of quadrature rules that tend to be sensitive in prob-
lems with oscillatory coefficients or data. It will be
shown that under reasonable assumptions on the co-
efficients of the problem, a 1-node KSS method is
second-order accurate and unconditionally stable, and
methods with more than one node are shown to pos-
sess favorable stability properties as well, in addition
to very high-order temporal accuracy. Numerical re-
sults demonstrate that block KSS methods are signif-
icantly more accurate than their non-block counter-
parts, especially for problems that feature oscillatory
coefficients.
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1 Introduction

Consider the following initial-boundary value problem in
one space dimension,

uge + Lu=0 on (0,27) x (0,00), (1)

u(z,0) = f(z), u(z,0)=g(x),

with periodic boundary conditions

O<zx<2m, (2

u(0,t) = u(2m,t), t>0. (3)
The operator L is a second-order differential operator of
the form

Lu = _(p(x)uz)z + q(I)ua (4)
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where p(z) is a positive function and ¢(z) is a nonnegative
(but nonzero) smooth function. It follows that L is self-
adjoint and positive definite.

In [18, 20] a class of methods, called Krylov subspace
spectral (KSS) methods, was introduced for the purpose
of solving variable-coefficient parabolic problems. These
methods are based on the application of techniques de-
veloped by Golub and Meurant in [7], originally for the
purpose of computing elements of the inverse of a matrix,
to elements of the matrix exponential of an operator. It
has been shown in these references that KSS methods, by
employing different approximations of the solution oper-
ator for each Fourier component of the solution, achieve
higher-order accuracy in time than other Krylov subspace
methods (see, for example, [14]) for stiff systems of ODE,
and, as shown in [15], they are also quite stable, consid-
ering that they are explicit methods.

In [16], we considered whether these methods can be en-
hanced, in terms of accuracy, stability or any other mea-
sure, by using a single block Gaussian quadrature rule to
compute each Fourier component of the solution, instead
of two standard Gaussian rules. KSS methods take the
solution from the previous time step into account only
through a perturbation of initial vectors used in Lanczos
iteration. While this enables KSS methods to handle stiff
systems very effectively by giving individual attention to
each Fourier component, and also yields high-order op-
erator splittings (see [17]), it is worthwhile to consider
whether it is best to use quadrature rules whose nodes
are determined primarily by each basis function used to
represent the solution, instead of the solution itself. Intu-
itively, a block quadrature rule that uses a basis function
and the solution should strike a better balance between
the competing goals of computing each component with
an approximation that is, in some sense, optimal for that
component in order to deal with stiffness, and giving the
solution a prominent role in computing the quadrature
rules that are used to evolve it forward in time.

In this paper, we apply this block approach to the second-
order wave equation (1), (2), (3). KSS methods have
previously been applied to this problem in [12, 15, 17],
and have exhibited even higher-order accuracy than for
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parabolic problems. It is our hope that the superiority
of block KSS methods for parabolic problems extends to
hyperbolic problems. Section 2 reviews the main prop-
erties of KSS methods, including algorithmic details and
results concerning local accuracy. They use perturbations
of quadratic forms to compute Fourier components of the
solution, where the perturbation is in the direction of the
solution from the previous time step. Section 3 discusses
their application to the wave equation, and reviews pre-
vious convergence analysis. In Section 4, we present the
modified KSS method that uses block Lanczos iteration
to approximate each Fourier component of the solution
by a single Gaussian quadrature rule. In Section 5, we
study the convergence behavior of the block method. Nu-
merical results are presented in Section 6. In Section 7,
various extensions and future directions are discussed.

2 Krylov Subspace Spectral Methods

We begin with a review of the main aspects of KSS meth-
ods, which are easier to describe for parabolic problems.
Let S(t) = exp[—Lt] represent the exact solution opera-
tor of the problem

u+Lu=0, 0<z<2m >0, (5)
u(z,0) = f(z), 0<a2m, (6)
u(0,t) = u(2m,t), t>0, (7)

and let (-,-) denote the standard inner product of func-
tions defined on [0, 27],
2
(f(x), g(x)) = ; f(x)g(x) dz. (8)

Krylov subspace spectral methods, introduced in [18, 20],
use Gaussian quadrature on the spectral domain to com-
pute the Fourier components of the solution. These meth-
ods are time-stepping algorithms that compute the solu-
tion at time tq,ts, ..., where t,, = nAt for some choice of
At. Given the computed solution u(z,t,) at time ¢, the
solution at time t,,41 is computed by approximating the
Fourier components that would be obtained by applying
the exact solution operator to u(x,t,),

i) = { =
w(w, =

n+1 o
Krylov subspace spectral methods approximate these
components with higher-order temporal accuracy than
traditional spectral methods and time-stepping schemes.
We briefly review how these methods work.

e S(At)ﬂ(x,tn)> . (9)

We discretize functions defined on [0, 27] on an N-point
uniform grid with spacing Az = 27/N. With this dis-
cretization, the operator L and the solution operator
S(At) can be approximated by N x N matrices that rep-
resent linear operators on the space of grid functions, and
the quantity (9) can be approximated by a bilinear form

W(w, tny1) = VAze Sy (At)u”, (10)

where

. 1 o
ezw]Aw,

[ew]j = \/ﬂ

["); = u(GAw,tn),  (11)

and
Sn(t) = exp[—Lnt] (12)

[Lxljk = —p(jA2)[DY ]k + 1/ (jAZ) DNk + a(jAz),

(13)

where Dy is a discretization of the differentiation oper-

ator that is defined on the space of grid functions. Our

goal is to approximate (10) by computing an approxima-
tion to

[ﬁn-i-l] _ éHun-‘rl _ AHSN(At) (14)

In [7] Golub and Meurant describe a method for comput-
ing quantities of the form

ul f(A)v, (15)

where u and v are N-vectors, A is an N x N symmetric
positive definite matrix, and f is a smooth function. Our
goal is to apply this method with A = Ly where Ly
was defined in (12), f(\) = exp(—At) for some ¢, and the
vectors u and v are derived from &, and u”.

The basic idea is as follows: since the matrix A is sym-
metric positive definite, it has real eigenvalues

b=A>X > >Ay=a>0, (16)

and correspondlng orthogonal eigenvectors q;, j =
, N. Therefore, the quantity (15) can be rewritten

V—Zf

as

Ju'q;q] v (17)

We let a = Ay be the smallest eigenvalue, b = A1 be the
largest eigenvalue, and define the measure a(\) by

0, if A<a
Z;v:l ajﬁj, A <A< ANy
S aiB, iHb<A
where a; = uqu and §; = q]Tv. If this measure is posi-

tive and increasing, then the quantity (15) can be viewed
as a Riemann-Stieltjes integral

b
- / £ da(y)

As discussed in [4, 5, 6, 7], the integral I[f] can be
bounded using either Gauss, Gauss-Radau, or Gauss-
Lobatto quadrature rules, all of which yield an approxi-
mation of the form

K
1= D wif (t5) + RIS,

a()) = , o (18)

ul f(Awv = (19)

(20)

(Advance online publication: 20 November 2008)



TAENG International Journal of Applied Mathematics, 38:4, [IJAM 38 4 10

where the nodes t;, 7 = 1,..., K, as well as the weights
wj, j = 1,..., K, can be obtained using the symmetric
Lanczos algorithm if u = v, and the unsymmetric Lanc-
zos algorithm if u # v (see [11]).

In the case u # v, there is the possibility that the weights
may not be positive, which destabilizes the quadrature
rule (see [1] for details). Therefore, it is best to handle
this case by rewriting (15) using decompositions such as

u f(A = S0 FA)u+ov) —uT (A, (2)

where § is a small constant. Guidelines for choosing an
appropriate value for § can be found in [20, Section 2.2].

Employing these quadrature rules yields the following ba-
sic process (for details see [18, 20]) for computing the
Fourier coefficients of u™*! from u”. It is assumed that
when the Lanczos algorithm (symmetric or unsymmetric)
is employed, K iterations are performed to obtain the K
quadrature nodes and weights.

forw=-N/2+1,...,N/2
Choose a scaling constant d,,
Compute u; ~ e Sy (At)é,,
using the symmetric Lanczos algorithm
Compute us ~ e Sy (At)(e, + ,u")
using the unsymmetric Lanczos algorithm
[, = (u2 — u1)/d
end

It should be noted that the constant §,, plays the role of §
in the decomposition (21), and the subscript w is used to
indicate that a different value may be used for each wave
number w = —N/241,..., N/2. Also, in the presentation
of this algorithm in [20], a polar decomposition is used
instead of (21), and is applied to sines and cosines instead
of complex exponential functions.

This algorithm has high-order temporal accuracy, as in-
dicated by the following theorem. Let BLy([0,27]) =
span{ e~w® }ivf—]v/2+1 denote a space of bandlimited

functions with at most N nonzero Fourier components.

Theorem 1 Let L be a self-adjoint m-th order positive
definite differential operator on Cy,([0,2r]) with coeffi-
cients in BLy([0,27]), and let f € BLy([0,2n]). Then
the preceding algorithm, applied to the problem (1), (2),
(3), is consistent; i.e.

[@'], — a(w, At) = O(AL?E),
forw=-N/2+1,...,N/2.

Proof. See [20, Lemma 2.1, Theorem 2.4]. O

The preceding result can be compared to the accuracy
achieved by an algorithm described by Hochbruck and

Lubich in [14] for computing e~4%%v for a given sym-

metric positive definite matrix A and vector v using the
symmetric Lanczos algorithm. As discussed in [14], this
algorithm can be used to compute the solution of some
ODEs without time-stepping, but this becomes less prac-
tical for ODEs arising from a semi-discretization of prob-
lems such as (5), (6), (7), due to their stiffness. In this
situation, it is necessary to either use a high-dimensional
Krylov subspace, in which case reorthogonalization is re-
quired, or one can resort to time-stepping, in which case
the local temporal error is only O(At¥), assuming a K-
dimensional Krylov subspace. Regardless of which rem-
edy is used, the computational effort needed to compute
the solution at a fixed time T increases substantially.

The difference between Krylov subspace spectral methods
and the approach described in [14] is that in the former, a
different K-dimensional Krylov subspace is used for each
Fourier component, instead of the same subspace for all
components as in the latter. As can be seen from numer-
ical results comparing the two approaches in [20], using
the same subspace for all components causes a loss of ac-
curacy as the number of grid points increases, whereas
Krylov subspace spectral methods do not suffer from this
phenomenon.

Using a perturbation of the form (21) is only one ap-
proach for computing bilinear forms such as (15) in the
case where u # v. In [15], this approach was numeri-
cally stabilized by the use of formulas for the derivatives
of the nodes and weights with respect to the parameter
0. However, two quadrature rules are needed to compute
each component, as well as the unsymmetric Lanczos al-
gorithm, which is much less well-behaved than its sym-
metric counterpart. A polar decomposition may be used,
but that also requires two quadrature rules, although the
symmetric Lanczos algorithm can be used for both. Even
so, as shown in [19], the performance of this approach can
be sensitive to the size of the perturbation, especially
when the solution is oscillatory.

An approach that requires only one quadrature rule per
component, and gives the solution a greater role in the
computation of these rules than merely a perturbation,
involves block Lanczos iteration. The result is a block-
tridiagonal, Hermitian matrix from which the nodes and
weights for the quadrature rule can be obtained. It is
worthwhile to examine whether a block approach might
be more effective than the original algorithm for hyper-
bolic problems as well as the parabolic problems for which
this method was successfully applied in [16].

3 Application to the Wave Equation

In this section we review the application of Krylov sub-
space spectral methods to the problem (1), (2), (3). A
spectral representation of the operator L allows us the ob-
tain a representation of the solution operator (the propa-
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gator) in terms of the sine and cosine families generated
by L by a simple functional calculus. Introduce

Rq(t) =

—1/2 sin( t\/_ Z sin t\/_ ) on(22)

Ro(t) = cos(tV'L) = Zcos (t/ M) (@5, Yon (23)

where A1, Ao, ... are the (positive) eigenvalues of L, and

©1,@2,... are the corresponding eigenfunctions. Then
the propagator of (1) can be written as
Ro(t)  Ra()

P(t) = . 24

o=| Lty m 24

The entries of this matrix, as functions of L, indi-

cate which functions are the integrands in the Riemann-
Stieltjes integrals used to compute the Fourier compo-
nents of the solution.

3.1 Solution Using KSS Methods

We briefly review the use of Krylov subspace spectral
methods for solving (1), first outlined in [12].

Since the exact solution u(z,t) is given by
u(z,t) = Ro(t) f(x) + Ri(t)g(x),

where Ry(t) and R;(t) are defined in (22), (23), we can
obtain [u"*1], by approximating each of the quadratic

(25)

forms
i) = (éw,Ro(At)[e, +d,u"]) (26)
e, (t) = (éw, Ro(At)éy) (27)
sh(t) = (e,, Ri(At)[e, + s,ul]) (28)
s, (t) (éw, R1(At)é,), (29)

where ¢, is a nonzero constant. It follows that

a0 -s0)

~n+1
ke =T 5

(30)

Similarly, we can obtain the coefficients v,, of an approx-
imation of us(z,t) by approximating the quadratic forms

() = —(ew,LRi(At)[e, +0,u"])  (31)
() = —(éu, LRi(At)ey) (32)
si(t) = (éw, Ro(At)[éy + duuf]) (33)
su(t) = (8w, Ro(At)ey). (34)

As noted in [18], this approximation to u(x,t) does not
introduce any error due to differentiation of our approxi-
mation of u(z,t) with respect to t—the latter approxima-
tion can be differentiated analytically.

It follows from the preceding discussion that we can com-
pute an approximate solution @(z,t) at a given time T
using the following algorithm.

Algorithm 1 Given functions c(z), f(z), and g(x) de-
fined on the interval (0,27), and a final time T, the fol-
lowing algorithm from [12] computes a function (z,t)
that approzimately solves the problem (1), (2) fromt =0
tot="1T.

t=0
while t < T do
Select a time step At
f(z) = i, )
gle) = @z, 1)
for w=—N/2+4+1 to N/2 do
Choose a nonzero constant o,
Compute the quantztzes ch(At), ¢
s (At), s;(At), cf +(aty,
sT(At), and sz (At)
G (At) = 3= (ch (At) — g (At)+
3o (55 (At) = s (A1)
U, (AL) = %(cj(At)’ — ¢, (At))+
3 (s (At) — s, (At)')

L (A1),
(A,

€

end

w(x,t + At) =

U(z, t + At) =

t=t+ At
end

In this algorithm, each of the quantities inside the for
loop are computed using K quadrature nodes. The nodes
and weights are obtained in exactly the same way as for
the parabolic problem (5), (6), (7). It should be noted
that although 8 bilinear forms are required for each wave
number w, only three sets of nodes and weights need to
be computed, and then they are used with different inte-
grands.

3.2 Convergence Analysis

We now study the convergence behavior of the preced-
ing algorithm, which we denote by KSS-W(K), where
K is the number of Gaussian quadrature nodes used to
approximate each Riemann-Stieltjes integral. Following
the reformulation of Krylov subspace spectral methods
presented in Section 4, we let §, — 0 to obtain

{3;1 L = (ékak> { ]+2Ak { ok ]_

K
t A A
R ) "k _ C "k ,
;Wmﬂ;JAJ | 5 |
where X and wj, are the derivatives of the nodes and

weights, respectively, in the direction of u™, and /N\QC and
Wy, are the derivatives in the direction of uj’. The matri-
ces Ay, By and Cj are defined by

1
A = JUIVZ il
—v)\ksk CL
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Sk —Lck
Bk} = \/)\k
\/)\kck Sk
1
. = 10 200372 Ok
DV oxs Sk 0

where ¢, = cos(v/Art), s = sin(v/Agt).

We first recall a result concerning the accuracy of each
component of the approximate solution.

Theorem 2 Assume that f(x) and g(x) satisfy (3), and
let u(z, At) be the exact solution of (1), (2) at (z,At),
and let w(x, At) be the approxzimate solution computed by
Algorithm 1. Then

(€, u(, A1) — (-, At)| = O(ALF),
[(€w, us(-, At) — a:(-, At))| = O(AtélK—l)

where K is the number of quadrature nodes used in Algo-
rithm 1.

(35)
(36)

Proof. See [12]. O
To prove stability, we use the following norm,
0}z = ((u, L) + (0,0)) 2, (37)

where L is a differential operator, used in [12] to show
conservation for the wave equation. Specifically, if u(x, t)
is the solution to (1), (2), (3), then

[(ulst),w( )l = I1CFC)gCDIL >0 (38)
We also use the corresponding discrete norm,
1/2

1w, V) ||y = (W Lyu+vHv)2. (39)

Let L be a constant-coefficient, self-adjoint, positive def-
inite second-order differential operator with correspond-
ing spectral discretization Ly, and let u™ be the dis-
cretization of the solution of (1) at time ¢,. Then it is
easily shown, in a manner analogous to [12, Lemma 2.8],
that

1" ui) [y = I(F, )]z (40)

where f and g are the discretizations of the initial data
f(x) and g(x) from (2).

Theorem 3 Let p(z) be a positive constant function and
q(z) in (4) belong to BLp([0,27]) for some integer M.
Then, for the problem (1), (2), (3), KSS-W(1) is uncon-
ditionally stable.

Proof. We write L = C + V, where C' is the constant-
coefficient operator obtained by averaging the coefficients
of L. That is,

Cu = DUgz + qU, V= Cju,

where we use the notation

1 2m

F=Avgf =

:27T 0

f@)de, f=f—F

As shown in [15, Theorem 6.3], the computed solution
has the form

|: un+1
n+1
u;

] = Sn(At) [ EZ }

t

The approximate solution operator Sy (At) has the form

Sn(At) = {PN(At) [IN + %BN] + %GN(At)BN} ;

(41)
where Py (At) is the discrete solution operator on an N-
point uniform grid for the problem u;; + Cu = 0, and the
operators By (At) and G (At) are defined by

u' | [ Cy'Vaul
w5 ]- [T )

Gn(At) = Cy? sin(CY2AL).

Using the induced operator C'y-norm, we obtain

IBylley <Q7™ Q= max [q(z)],

0<x<27
[Gn(AD)[[ox < At
which, in combination with (40), yields

1SN (AY) ||y < 1+ AtQ7

from which the result follows. [

Theorem 4 Let p(z) be a positive constant function and
q(z) in (4) belong to BLy(]0,27]) for some integer M.
Then, for the problem (1), (2), (3), KSS-W(1) is con-
vergent of order (3,p), where the exact solution u(x,t)
belongs to CP([0,27]) for each t in [0,T).

Proof. See [15, Theorem 6.4]. O

4 Block Formulation

In this section, we describe how we can compute elements
of functions of matrices using block Gaussian quadrature.
We then present a modification of KSS methods that em-
ploys this block approach.

4.1 Block Gaussian Quadrature

If we compute (15) using the formula (21) or the polar
decomposition

(@ +v)"F(A)(u+v) = (v—u) f(A)(v-u), (42)

e~ =

(Advance online publication: 20 November 2008)
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then we would have to run the process for approximating
an expression of the form (15) with two starting vectors.
Instead we consider

[u v]TfA)[u v ]
which results in the 2 x 2 matrix

b
[ o duon = [ i G

where p(X) is a 2 x 2 matrix function of A, each entry of
which is a measure of the form a()) from (18).

(43)

In [7] Golub and Meurant show how a block method
can be used to generate quadrature formulas. We will
describe this process here in more detail. The integral

f; FA) du(N) is now a 2 x 2 symmetric matrix and the
most general K-node quadrature formula is of the form

b K
[ HOV ) = S WA (T Wy 4 ervor (a1
e Jj=1

with T; and W} being symmetric 2 x 2 matrices. Equation
(44) can be simplified using

Ty = Q;AQ7

where (); is the eigenvector matrix and A; the 2 x 2 di-
agonal matrix containing the eigenvalues. Hence,

K K
SOWiFTHW; = WiQ,f(A)QTW;
j=1 j=1

and if we write W;Q;f(A;)Q] W as

fM)zz] + f(\2)z22]

where z, = W;Q; ey for k = 1,2, we get for the quadra-
ture rule

b
/ FN) du(\) = Zf(tj)vjv;‘-r + error,

K
Jj=1

where t; is a scalar and v; is a vector with two compo-
nents.

We now describe how to obtain the scalar nodes t¢; and
the associated vectors v;. In [7] it is shown that there
exist orthogonal matrix polynomials such that

Api—1(A) = pi(N)Bj + pj—1(A)M; + pj—2(N)B]_,

with po(A) = Iz and p_1(A) = 0. We can write the last
equation as

Po(A) Po(N) 0

\ PlF)\) — T plﬁ)\) n :

: : 0
pr—1(N) pr—1(N) px(N) Bk

with

M, BT

B, M, B

Bk o Mg Bk,
Bx_1 Mg

which is a block-triangular matrix.
define the quadrature rule as

Therefore, we can
b 2K

/ FN) du(\) = Z f()\j)vjva + error (46)
a j=1

where 2K is the order of the matrix 7x, A; an eigenvalue

of Tx and u; is the vector consisting of the first two
elements of the corresponding normalized eigenvector.

To compute the matrices M; and B;, we use the block
Lanczos algorithm, which was proposed by Golub and
Underwood in [10]. Let Xy be an N x 2 given matrix,
such that XlTXl = 1I,. Let Xg =0 be an N X 2 matrix.
Then, for j =1,..., we compute

M; = X]AX;,

R; = AX; — X;M; — X; 1B}, (47)

XjJrlBj = Rj.

The last step of the algorithm is the QR decomposition
of R; (see [9]) such that X is n x 2 with X[ X; = I,.
The matrix Bj is 2 x 2 upper triangular. The other co-
efficient matrix M; is 2 x 2 and symmetric. The matrix
R; can eventually be rank deficient and in that case B;
is singular. The solution of this problem is given in [10].

4.2 Block KSS Methods

We are now ready to describe block KSS methods. For
each wave number w = —N/2+1,..., N/2, we define
Ro = [ éw u” } s

Roz[éw u?}v

and then compute the QR factorizations

Ry = X1By, Ry = XDy,

which yields

~ n n 1 éUI;Iun
Xo= e uy/luzfe ], Bo—[o |u”||2}’

. ~ 1 efup
Xl = [ €u ugw/HquHZ ] ) BO = |: 0 ||1;Zz ﬁQ :| )
W
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We then carry out the block Lanczos iteration described
in (47) to obtain block tridiagonal matrices 7x and Tk,
where

M, BEH
B, M, BH

Tk

. . (48)
Bg_s Myk_1 Bj_,
Brg_1 Mgk

and Tx is defined similarly. Then, we can express each
Fourier component of the approximate solution at the
next time step as

@), = [Bng{g cos[T;/QAt]EwBO} Lt

[EgIEnggl/2 Sin[j}i/2At]E12B0:| 19 N

and each Fourier component of its time derivative is ap-
proximated by

[0, =~ |BIEATY sin T M Era By Lt
[Bé{Eg COS[/j}i/2At]E12BO:| s
12
where
1 0
0 1
Ep=|e e |= 00
0 0

We denote this method by KSS-WB(K).

The computation of EZ COS[TI}{/ ’At)E12, and similar ex-
pressions above, consists of computing the eigenvalues
and eigenvectors of Tx in order to obtain the nodes and
weights for Gaussian quadrature, as described earlier in
this section.

4.3 Implementation

In [21], it was demonstrated that recursion coefficients for
all wave numbers w = —N/2+1,...,N/2 can be com-
puted simultaneously, by regarding them as functions of
w and using symbolic calculus to apply differential op-
erators analytically, as much as possible. As a result,
KSS methods require O(N log N) floating-point opera-
tions per time step, which is comparable to other time-
stepping methods. The same approach can be applied to
block KSS methods. For both types of methods, it can be
shown that for a K-node Gaussian rule or block Gaussian
rule, K applications of the operator Ly to the previous
solution u™ are needed.

5 Convergence Analysis

We now examine the convergence of block KSS methods
by first investigating their consistency and stability. As

shown in [15, 20], the original KSS methods are high-
order accurate in time, but are also explicit methods
that possess stability properties characteristic of implicit
methods, so it is desired that block KSS methods share
both of these traits with their predecessors.

5.1 Consistency

The error in a K-node block Gaussian quadrature rule of
the form (46) is

(2K)
R(f) =1 (n)

b» 2K
A=) du(N). 49
s ), LI = Adun). @)
7j=1

It follows that the rule is exact for polynomials of degree
up to 2K — 1, which is proven in [2]. The above form
of the remainder can be obtained using results from [24].
We now use this remainder to prove the consistency of
block KSS methods for the wave equation.

Theorem 5 Let L be a self-adjoint 2nd-order positive
definite differential operator on Cy([0,2r]) with coeffi-
cients in BLp([0,27]) for a fixed integer M, and let
fig € C™(]0,27]) for n > 4K for a positive integer K.
Let N > M, and that for each w = —N/2+41,...,N/2,
the recursion coefficients in (45) are computed on a 2% N-
point uniform grid. Then a block KSS method that uses
a K-node block Gaussian rule to compute each Fourier
component [0, forw=—N/2+1,...,N/2, of the so-
lution to (1), (2), (3), and each Fourier component [Q}],,
of its time derivative, satisfies

[[a'], — d(w, At)| = O(AL*K),

[a}], — e (w, At)} = O(AtE,
where G(w, At) is the corresponding Fourier component
of the exact solution at time At, and G (w,At) is the

corresponding Fourier component of its time derivative
at time At.

Proof. The result follows from the substitution of
cos(VAAL), A\=1/2sin(v/AAt), and —AY2sin(v/AAt) for
the integrand f(A) in the quadrature error (49), and the
elimination of spatial error from the computation of the
recursion coefficients by refining the grid to the extent
necessary to resolve all Fourier components of pointwise
products of functions.

It is important to note that the error term for each Fourier
component of u! and u} is actually a Fourier component
of the application of a fixed pseudodifferential operator
to fn(x), the N-point Fourier interpolant of f(x). This
pseudodifferential operator is of order at most 4K.

Specifically, we have the following error terms for each
Fourier component of u! and u;:

E, n(At) =

At4K o 2K
Az (2K)'ew 1_[1(LN — )\Jj)f-i-

Jj=
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- H
T (2K)' €, J (LN_AJI)gv
j=1
ApE-1 o 2K
UJN(At) = Az (2K)' €, H(LN )‘Jj)f+

The factor of Ax is needed to normalize &, so that each
Fourier component of the approximate solution is an ap-
proximation of the corresponding Fourier component of
the exact solution.

The nodes, being the eigenvalues of Tx and Tx, grow
like O(w?), as they can be expressed as quadratic forms
wH L yw where w is a unit vector, and Ly is a discretiza-
tion of a second-order differential operator. Therefore, for
j=1,...,K, each node \; or /N\j, as a function of w € Z,
defines the spectrum of a second-order pseudodifferential
operator, with corresponding eigenfunctions e*?.

It follows that the constant in the error term for each
coefficient is bounded independently of N, and due to
the smoothness of the coefficients and initial data, the
overall local errors, ||Ju(-, At)—a(-, At)| 2 and ||us(-, At)—
U (-, At)|| 2, are also bounded independently of N. O

5.2 Stability for the One-Node Case

When K =1, we simply have 73 = My, where

éELNéw éfLNuZ ] (50)

M =

1 [ [z} Lye,  [uz]"Lyul,
We now examine the stability of the 1-node method in
the case where p(z) = p = constant. We then have

o’ +q &l

n

w)”ge, [u o

[ ]

S Ll
We use the notation f to denote the mean of a function
f(z) defined on [0, 27], and define G(z) = ¢(z) — 7. We
denote by q the vector with components [q]; = ¢(z;).
For convenience, multiplication of vectors, as in the off-

diagonal elements of 77, denotes component-wise multi-
plication.

Because M; is Hermitian, we can write
M, = U MU,

The Fourier component [a"*!], is then obtained as fol-
lows:

[a"tt, = [Bgl cos[’Tll/zAt]Bo} LT
[églz—lﬂ sinml/mgo] .

_ [Bgf Uy cos[-AY2A4UH Bo} +
12

BnglA 1/2s1n[A1/2At]U1HBO}
12
= [ U11C1 U12C2 ] X

un ugn || effun

i — n +
| U2 U2 | | [uf |2
ﬁllj\;l/zgl ﬂ125\51/2§2 :| X
U1z U2 | | [ufull2

[ui|?er + Juaz| 02]eHun +

[unTzicr + ui2Tazes]||u ||2 +

llaaa P27 251 + |ana?A; 2 5]ef uy +
[@

§2]€
1’(1,215\; /2 51 +U12u22)\2 gQ]Hut wHQ'

where, for i =1, 2,

cos(v/ AiAt),
sin(v/ A At),

¢ = cos(\/;\jAt),
5 = sin(\/;\jAt).

c; =

Similarly,

[ﬂn-i-l]w

: A5t + [ura2(= Ay %) so]al +

2 n
A 2 +

luag[* (=X

[
[unTzr(—=A / )81 + w122z (—
(|11 %1 + |U12| ol , +

[

U11U21C1 + U12U22Cs] Hut wll2-

This simple form of the approximate solution operator
yields the following result. As before, we denote by
Sn(At) the matrix such that

u” }

uy |’

|: un+1
for given N and At. For s1mp1101ty, we use the notation

u” ! ] = gN(At) |:
Sn(At)™ in place of [SN(At)}

t

Theorem 6 Let p(z) be a positive constant function and
let q(x) in (4) belong to BLp([0,27]) for a fized integer
M. Then, for the problem (1), (2), (3), the block KSS
method with K =1, KSS-WB(1), is unconditionally sta-
ble. That is, given T > 0, there exists a constant Cr,
independent of N and At, such that

SN (A" [|c < Cr, (52)

for 0 < nAt < T, where C is the differential operator
defined by Cu = —puyy + qu.

Proof. As in the proof of Theorem 3, we write L = C+ V.
We also write

un+1 — VnJrl 4 WnJrl, u?Jrl — V;LJrl 4 W?r‘rl

(Advance online publication: 20 November 2008)
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where v *! is the approximate solution at time At to the
constant-coefficient problem

Vgt + Cv = 0,
with initial conditions
v(z,0) = a(x,t,), ve(z,0) = (x,t,),

and periodic boundary conditions, and w™*! is the ap-
proximate solution at time At to the problem

Wy + Vw= O,
with initial conditions
w(z,0) = a(x,t,), wi(z,0)=au(x,t,).

Then, using notation from the proof of Theorem 3,
Vn+1 u”
e ]

llox = 10", uf)[loy-

] :PN(At)[

and therefore

n+1 n+1
3
(v, Vi)

We now need to bound the Cx-norm of the operator
Qn(At) such that

WnJrl un
| —avan | |
by At times a constant that is independent of N. From
the previously described expressions for the Fourier com-
ponents of u”*! and u"+1 and the fact that for each w,

the matrix Uy is orthogonal, we obtain

W', = (a1 — co)[unta|ull2 — |ui|*efu"] +
(%5 — 01?5, x
[G11T21 [uf |2 — |E12]* € uf],
Wi, N2 s1 = A2 so[Juna 07 — wiTar | ul|2) +

(&1 — &)t g [[uf’, [|2 — |G12*af ).

If the nodes A\; and )y are equal, then the contributions
to these Fourier components due to u” are zero, and if
A1 and X, are equal, then the contributions due to up
are zero. From this point on, we assume these nodes are
distinct. Let ;\1 and ):2. Let

]HLNuga

~H o 2, —
a1:ewLNew:pw +4q, 042:[‘13

~ . . ~ H
ar=elLye, =1, an= [uy,]” Lyuy,.

By direct computation of the elements of U;, whose
columns are the eigenvectors of 77, we obtain

AH &

2 —
u = — U11U - —_— =  x
| 12| /\1 — )\27 11U21 Humb(/\l — )\2),

where - )
A ot n
€= )\1 a1 = —iez quW| .
[uZl5(A1 + a2)
Similarly,
~ ~H~__n
_ é’qu
|t12]* = = - s U1loy = —— w I
1= A2 [ufoll2(A = A2)
;\1 1 |é5qu2w|2

[uf, I3 (A1 + )

Since «; is a quadratic function of w and

(@ tn), La(- tn))
(@5 tn), Al tn))

it follows that € and € are eigenvalues of a constant-
coefficient pseudodifferential operator of order —2.

lim as =
N —o0

We now have

vAVn-l-l " C1—C2 . p~ u —eéHu +
WL = T et qur el
SORICERN e tL PR §
! X )\2 [fqut ée, uy']
1 — A2
» AV2g Al § )
Wil = M S efquy) +

01—02[ H ~

qut w 6ut w

From Taylor expansions of sin and cos, we obtain

At?
|Cl — 02| < T maX{)\lu /\2}7 (53)
. At? v ox
|61 —é2] < — max{A1, Az}, (54)
N5 = A5, < 2At, (55)
AV 2s1 — As % 50| < At(A + ). (56)

It follows that

[ n+1} _ {QILN(At) Qi2,n(At) } "
witt Q21,8 (At) Qa2 N(At)
Vy — En 0 un
[ 0 Vv — En ] [ uy! } ’

where Vyy is the discretization of the operator V' defined
by Vu = qu, and €y is defined by

En = FrénFn,

where Fn denotes the discrete Fourier transform and E N
is the diagonal matrix of eigenvalues, which, for each w,
are equal to e. The matrix Ey is defined similarly, with
eigenvalues given by €. It follows from earlier discussion

(Advance online publication: 20 November 2008)
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that £y and Ey are discretizations of pseudodifferential
operators whose symbols are of order —2, which implies

VN — €N 0
0

5 <
Vv —En =@

Cn

where @) is a constant that is independent of N. Note
that the smoothness of the coefficient ¢(z) allows us to
bound Vj independently of V.

The pseudodifferential operators Q;;(At), for i = 1,2,
with discretizations Q; n(At), are of order At?, and
bounded independently of N, as their eigenvalues,

. C1 —C2
AW(Qll(At)) - Al _ )\27
¢1 — C2
Ao (Qa2(Al) = <L~ 2
(Q22(At)) Ny

converge to At?/2 as |w| — oo, as can be seen from (53)
and (54), and the fact that Ay and ;\2, being equal to o —e
and as — €, respectively, are bounded independently of w.
This yields

(%4 o]

< At?D
0 Q22N (AL) - ’

Cn

where D is a constant independent of N and At.

The operator Q12(At) is equal to At times an operator
whose symbol is of order —2, while Q21(At) is equal to
At times a bounded operator. We then have

H(Wn-‘rlvw?Jrl)HCN < At2QD”(un7 u?)HCN + R1/27
where

R = [Qu2(At)(Vy — E)uf]7 On[Qua(At)(Vy — E)u}] +
1Q21(At)(Viy — E)u™|3.

The first term in R can be written as
(Vv = E)uf 1" Ry (AD)[(Vy — E)uyl,

where Ry(At) = F'Ry(At)F and has eigenvalues
that, for each w, satisfy

VNN

Ao(Ry(AY))| < ———— .
Mo(Ry(AN)] € =t

It follows that

RY2 <2AtQ71Q| (0™, ul)|| ey s

s (A= h)?
Q—mln{q,wmelg 3 .

1

where

We conclude that

QN (AY)]ey < 2AtQ7'Q + ALQD,

and therefore
[Sn (A |loy <14 2AtQ7'Q + A?QD,
from which the result follows. O

Theorems 5 and 6 immediately imply the following result.

Theorem 7 Let the exact solution u(x,t) of the problem
(1), (2), (3) belong to CP([0,27]) for each t in [0,T].
Let q(x) in (4) belong to BLy([0,27]) for some integer
M. Then, the 1-node block KSS method, applied to this
problem, is convergent of order (2,p). That is, there exist
constants Cy and C, independent of the time step At and
grid spacing Ax = 27 /N, such that

u(-,t)—u(, 1)) < CeA? +CpA2?, 0<t <T. (57)

Proof. The proof proceeds in a manner analogous to [15,
Theorem 6.4]. O

It is important to note that although stability and con-
vergence were only shown for the case where the lead-
ing coefficient p(z) is constant, it has been demonstrated
that KSS methods exhibit similar stability on more gen-
eral problems, such as in [15] where it was applied to a
second-order wave equation with time steps that greatly
exceeded the CFL limit, even though the leading coefli-
cient was not constant. Furthermore, [15] also introduced
homogenizing similarity transformations that can be used
to extend the applicability of theoretical results concern-
ing stability that were presented in that paper, as well as
the one given here.

6 Numerical Results

In this section, we will present numerical results for com-
parisons between the original KSS method (as described
n [15]) and the new block KSS method, applied to the
second-order wave equation. The comparisons will fo-
cus on the accuracy of the temporal approximations em-
ployed by each method. A thorough analysis of the spa-
tial discretization error, along with modifications needed
to achieve high accuracy in the case of oscillatory or dis-
continuous initial data, will be deferred for future work.

In [17] it was shown that the original KSS method KSS-
W(K) for the wave equation compared favorably to the
standard ODE solvers provided in MATLAB (described
in [23]), as was demonstrated for parabolic problems in
[21]. We now compare that method to our new block
approach. In [17], we computed solutions at T =1 and
compared all methods at time steps At = 277, where j
is a small nonnegative integer. Here, we use 7' = 10,
with all time steps increased by a factor of 10 as well.
For time steps this large, we found that MATLAB’s ODE
solvers performed so poorly that they did not exhibit any
sign of convergence, so we do not include comparisons to
those time-stepping methods here.
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6.1 Construction of Test Cases

We introduce some differential operators and functions
that will be used in the experiments described in this
section. As most of these functions and operators are
randomly generated, we will denote by Ri, Ra, ... the se-
quence of random numbers obtained using MATLAB’s
random number generator rand after setting the gener-
ator to its initial state. These numbers are uniformly
distributed on the interval (0, 1).

o We will make frequent use of a two-parameter family
of functions defined on the interval [0, 27]. First, we
define

0@ =Red S0 F1+wl) FDer 1
|w|<N/2
(58)

for 5,k =0,1,..., where

[i(@) = Ringoin/2)—1 + iRjn 2wz (59)

The parameter j indicates how many functions have
been generated in this fashion since setting MAT-
LAB’s random number generator to its initial state,
and the parameter k indicates how smooth the func-
tion is. Figure 1 shows selected functions from this

collection.
=0, k=0 =0, k=3
1
2 0.8
15 0.6
z =
21 Bo4
0.2
0.5
0
0
-0.2
0 2 4 6 0 2 4 6
X X
j=1, k=0 j=1, k=3
0.6
1.5
0.4
1
% % 02
05 -
0
0
-0.2
0 2 4 6 0 2 4 6
X X

Figure 1: Functions from the collection f;x(x), for se-
lected values of j and k.

In many cases, it is necessary to ensure that a func-
tion is positive or negative, so we define the transla-
tion operators ET and E~ by

E*f(@)=f(@)~ min_fz)+1 (©0)
E™f(@) = f@) = mox f(@)-1. (61

e We define a similar two-parameter family of func-
tions defined on the rectangle [0, 27] x [0, 27]:

>

|wl;1€l<N/2

gik(x,y) = Re 3 (wvg)ei(wrﬁy) 7

(62)
where j and k are nonnegative integers, and
4w &) = L+ *D+eh=* x
{ RiN2 42N (w0 N/2—1)+ (e N/2) -1+

iR N2 £ 2N (w N/2—1)+(e+N/2)] } - (63)

Figure 2 shows selected functions from this collec-
tion.

=0, k=3

j=1, k=3

Figure 2: Functions from the collection g; x(z,y), for se-
lected values of j and k.

In all experiments, unless otherwise noted, solutions
u9)(x,t) are computed using time steps At = 10277,

for 5 = 0,...,6. The error estimates are obtained by
computing [[a)(-,10) — a(®(-,10)[|,2/[|a(® (-, 1)] 2 for
7 =20,...,5. This method of estimating error assumes

that u(%) (x,t) is a sufficiently accurate approximation to
the exact solution, but this has proven in practice to be a
valid assumption by comparing u(®) against approximate
solutions computed using established methods, and by
comparing u(®) against solutions obtained using various
methods with smaller time steps.

In [21], and in Section 6.3 of this paper, errors mea-
sured by comparison to exact solutions of problems with
source terms further validate the convergence behavior.
It should be noted that we are not seeking a sharp esti-
mate of the error, but rather an indication of the rate of
convergence, and for this goal, using u(®) as an approxi-
mation to the exact solution is sufficient.
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6.2 Smooth Coeflicients

We now show the accuracy of our approach in one and
two space dimensions. We solve the wave equation in
which the spatial operator has a constant leading coef-
ficient but a variable zero-order coefficient, constructed
from randomly generated Fourier coefficients as discussed
in Section 6.1. Specifically, we solve the following prob-
lems:

0%u 0%u
W(I’ t) — W(m,t} — E™ fos(z)u(z,t) =0, (64)

uw(z,0) = BT f13(x), w(z,0)=ETtfa3(x), (65)

u(z,t) = u(x + 2, t). (66)
[ )
02

W(m,y,t) — Au(z,y,t) — E” gos(z, y)u(x,t) =0,
(67)

u(x,y,()) = E+gl-,3(xvy)a ’U,t(:Z?, Y, O) = E+92-,3a
(68)
u(z,y,t) = u(z + 2m,t) = u(zr,y + 2m,t).  (69)

In [21], it is shown that the methods for effi-
ciently computing recursion coefficients generalizes
in a straightforward manner to higher spatial dimen-
sions.

The results are shown in Figures 3 and 4, and Tables 1
and 2, and compared to those obtained using the original
KSS method. In the 2-D case, the variable coefficient of
the PDE is smoothed to a greater extent than in the 1-
D case, because the prescribed decay rate of the Fourier
coefficients is imposed in both the z- and y-directions.
This results in greater accuracy in the 2-D case, which
is consistent with the result proved in [20] that the lo-
cal truncation error varies linearly with the variation in
the coefficients. We see that significantly greater accu-
racy is obtained with block KSS methods, especially in
two space dimensions. Both methods exhibit sixth-order
accuracy in time, consistent with the theoretical results
proved earlier concerning local error.

In an attempt to understand why the block KSS method
is significantly more accurate, we examine the approx-
imate solution operator for the simple case of K = 1.
As shown in (41), the original 1-node KSS method is
equivalent to the simple splitting involving the averaged-
coefficient operator. On the other hand, the 1-node block
KSS method is not equivalent to such a splitting, because
every node and weight of the quadrature rule used to com-
pute each Fourier component is influenced by the solution
from the previous time step.

Furthermore, an examination of the nodes for both meth-
ods reveals that for the original KSS method, all of the

smooth coefficients, 1-D, N=64

relative error
[
o

KSS-W(2) N
~ — — KSS-WB(2) ~

10 5 52 5/4 5/8 5/16
time step

smooth coefficients, 1-D, N=128

relative error

KSS-W(2) AN
— — — KSS-WB(2) ~ .

10 5 52 5/4 5/8 5/16
time step

Figure 3: (a) Top plot: Estimates of relative error in
the approximate solution of (64), (65), (66) at T = 10.
Solutions are computed using the original 2-node KSS
method (solid curve), and a 2-node block KSS method
(dashed curve), both with N = 128 grid points. (b) Bot-
tom plot: Estimates of relative error in the approximate
solution of the same problem, using the same methods,
with N = 256 grid points. In both cases, both methods
use time steps At =277, j =0,...,5.

nodes used to compute [@"*!], tend to be clustered
around & Lyé,,, whereas with the block KSS method,
half of the nodes are clustered near this value, and the
other half are clustered near [u”]* L yu?, so the previous
solution plays a much greater role in the construction of
the quadrature rules.

A similar effect was achieved with the original KSS
method by using a Gauss-Radau rule in which the pre-
scribed node was an approximation of the smallest eigen-
value of Ly, and while this significantly improved ac-
curacy for parabolic problems, as shown in [20], the
solution-dependent approach used by the block method
makes more sense, especially if the initial data happens
to be oscillatory.

6.3 Oscillatory Coefficients

We now apply a 2-node block Krylov subspace spectral
method to the problem

%(a@?t) - %(a@?t) — E” foo(z)u(z,t) =0, (70)
u(z,0) = ET f13(x), w(z,0) = ET fa3(x), (71)
u(z,t) = u(x + 2m, t). (72)

In this problem, the zero-order coefficient exhibits high-
frequency oscillations, as shown in the top left plot of
Figure 1.
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Table 1: Estimates of relative error and temporal order
of convergence in the approximate solution of (64), (65),
(66) at T = 10, using 2-node original and block Krylov
subspace spectral methods. Error is the relative differ-
ence, in the 2-norm sense, between approximate solutions
and a solution computed using a smaller time step, since
no exact solution is available. N denotes the number of
grid points and At denotes the time step used.

N At | KSS-W(2) | KSS-WB(2)
10 0.623 0.0844

5 0.0942 0.0466

64 25| 0.00912 0.00142
1.25 | 0.000208 |  7.96e-005

0.625 | 3.41e-006 |  1.27e-006
0.3125 | 1.02e-007 |  1.81e-008

10 0.23 0.0404

5 0.0267 0.0169

128 2.5 0.0063 0.00127
1.25 | 0.000102 4.9¢-005

0.625 | 2.37¢-006 |  7.04e-007
0.3125 | 5.29¢-008 |  8.29¢-009

Table 3 lists the relative errors for various time steps and
grid sizes. The errors are obtained by comparing the
approximate solution to the known exact solution in the
2-norm sense. While the performance of both methods
are at least comparable in the case of smooth coefficients,
KSS-W(2) exhibits severe instability for larger time steps,
eventually recovering to achieve fourth-order convergence
for smaller time steps. KSS-WB(2), on the other hand,
while not as accurate as with smooth coefficients, still
demonstrates fifth-order accuracy in time, and is stable
even for At = 10. Unfortunately, some accuracy is lost as
the number of grid points increases. The error estimates
are also plotted in Figure 5.

6.4 Variable Leading Coefficient and Source
Term

We will not prove stability for the 2-node case in this
paper. Instead, we will provide numerical evidence of
stability and a contrast with another high-order explicit
method. In particular, we use the method KSS-W(2) to
solve a second-order wave equation featuring a variable
leading coefficient and a source term. First, we note that
if p(z,t) and u(z,t) are solutions of the system of first-
order wave equations
I
U

pl _| 0 oax)

u |, [bx) O
with source terms F(z,t) and G(z,t), then u(z,t) also
satisfies the second-order wave equation

}Jr[g} £>0 (73)

0%u 0%u ou
57 = a(:v)b(x)@ + a’(m)b(m)a—x +bF, +G (74)

smooth coefficients, 2-D, N=16

T T
107 | E
B —
- o
§ -G
5 >
-5
2107 - N 4
(] ~
° G-
10 KSS-W(2) R
— — — KSS-WB(2) R
. . .
10 5 5/2 5/4 5/8 5/16
time step
smooth coefficients, 2-D, N=32
T T
107+ g
B —
= - o~
g
1 ~ -
0 10° | e~ |
= -
E -
[ TG
10° KSS-W(2) Tt o 4
— — — KSS-WB(2) ~ -
. . . -
10 5 5/2 5/4 5/8 5/16

time step

Figure 4: (a) Top plot: Estimates of relative error in
the approximate solution of (67), (68), (69) at T = 10.
Solutions are computed using the original 2-node KSS
method (solid curve), and a 2-node block KSS method
(dashed curve), both with N = 16 grid points per di-
mension. (b) Bottom plot: Estimates of relative error in
the approximate solution of the same problem, using the
same methods, with N = 32 grid points per dimension.
In both cases, both methods use time steps At = 277,
j=0,...,5.

with the source term b(z)Fy(z,t) + G(z,t). In [13], a
time-compact fourth-order finite-difference scheme is ap-
plied to a problem of the form (73), with

F(z,t) (a(x) — o) sin(z — at),
G(z,t) = a(l —b(z))sin(z — at),
a(z) = 1+0.1sinz,
b(x) 1,

which has the exact solutions

—acos(x — at),

u(z,t) = cos(z — at).

We convert this problem to the form (74) and solve it
with initial data

u(z,0) = cosx, (75)

ug(z,0) = sinz. (76)

The results of applying both methods to this problem
are shown in Figure 6, for the case a = 1. Due to the
smoothness of the coefficients, the spatial discretization
error in the KSS methods is dominated by the temporal
error, resulting in sixth-order accuracy in time for KSS-
W (2), and seventh-order accuracy for KSS-WB(2).
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Table 2: Estimates of relative error and temporal order
of convergence in the approximate solution of (67), (68),
(69) at T = 10, using 2-node original and block Krylov
subspace spectral methods. Error is the relative differ-
ence, in the 2-norm sense, between approximate solutions
and a solution computed using a smaller time step. N de-
notes the number of grid points per dimension, and At

denotes the time step used.

N At | KSS-W(2) | KSS-WB(2)
10 0.207 0.00283

5 0.0479 0.000778

16 25| 0.00207 |  7.12e-005
1.25 | 3.6e-005 1e-006

0.625 | 7.54e-007 |  2.99e-008
0.3125 | 1.35e-008 |  4.37e-010

10 0.168 0.0018

5 0.0357 0.000311

32 2.5 | 0.000993 |  2.08¢-005
1.25 | 1.51e-005 |  3.34e-007

0.625 | 4.32e-007 |  6.76e-009
0.3125 | 5.49¢-009 |  2.58¢-010

The source term is handled by applying Duhamel’s prin-
ciple, with a 4-node Gaussian rule over each time step,
as first described in [21]. This has the effect of reducing
the average time step to At/5 (in general, A5/(M + 1)
for an M-node Gaussian rule over each time step). For
a more informative comparison, we therefore use this re-
duced average time step in reporting the results for KSS
methods.

Table 4 illustrates the differences in stability between
the two methods. For the fourth-order finite-difference
scheme from [13], the greatest accuracy is achieved for
CmaxAt/ Az close to the CFL limit of 1, where ¢pax =
max, v/a(z)b(x). However, for KSS-W(2) and KSS-
WB(2), this limit can be greatly exceeded and reasonable
accuracy can still be achieved. In fact, while the results
reported here were obtained using N = 64 grid points,
nearly identical results are also obtained from substantial
increase in the number of grid points, such as N = 256,
with the same time steps.

7 Discussion

In this concluding section, we consider various general-
izations of the problems and methods considered in this

paper.
7.1 Higher Space Dimension

In [21], it is demonstrated how to compute the recur-
sion coefficients o; and g; for operators of the form
Lu = —pAu+ q(z,y)u, and the expressions are straight-
forward generalizations of the expressions for the one-
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Figure 5: (a) Top plot: Estimates of relative error in the
approximate solution of (70), (71), (72) at T'= 10. Solu-
tions are computed using the original 2-node KSS method
(solid curve), and a 2-node block KSS method (dashed
curve). Both methods use N = 128 grid points. (b)
Bottom plot: Estimates of relative error in the approxi-
mate solution of the same problem at 7" = 10. Solutions
are computed using the same methods, with N = 256
grid points. In both cases, both methods use time steps
At=277,5=0,...,5.

dimensional case. It is therefore reasonable to suggest
that for operators of this form, the consistency and sta-
bility results given here for the one-dimensional case gen-
eralize to higher dimensions. This will be investigated in
the near future.

7.2 Discontinuous Coefficients and Data

As shown in [21] and again in the previous section of
this paper, rough or discontinuous coefficients reduce the
accuracy of KSS methods, because they introduce signif-
icant spatial discretization error into the computation of
recursion coefficients.

Furthermore, for the stability result reported in this pa-
per, the assumption that the coefficients are bandlimited
is crucial. It can be weakened to some extent and replaced
by an appropriate assumption about the regularity of the
coeflicients, but for simplicity that was not pursued here.

Regardless, this result does not apply to problems in
which the coefficients are discontinuous, because Gibbs’
phenomenon prevents their discrete Fourier transforms
from being uniformly bounded for all N. Similar difficul-
ties arise for hyperbolic problems when the initial data
is not smooth, whereas this was not a concern in the
parabolic case.

(Advance online publication: 20 November 2008)
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Table 3: Estimates of relative error and temporal or-
der of convergence in the approximate solution of (70),
(71), (72) using 2-node original and block Krylov sub-
space spectral methods. Error is the relative differ-
ence, in the 2-norm sense, between the exact solution
u(x,t) = cos(x —t) and the computed solution at T' = 10.
N denotes the number of grid points and At denotes the

time step used.

N At | KSS-W(2) | KSS-WB(2)
10 164 0.0334

5 490 0.031

64 2.5 7.39 0.0144
1.25 0.517 0.00187

0.625 0.0129 |  8.44e-005
0.3125 |  0.00181 |  2.32-006

10 17.7 0.14

5 | 4.04e+058 0.0622

128 2.5 | 4.56e+009 0.0259
1.25 12.7 0.00557

0.625 0.192 0.000558
0.3125 |  0.00662 |  1.58¢-005

Table 4: Relative error in the solution of (74) with the
time-compact fourth-order finite difference scheme from
[13], for various values of N, and the KSS methods KSS-
W(2) and KSS-WB(2).

T At FD | KSS-W(2) | KSS-WB(2)
0.62832 | 0.0024 |  0.00377 0.00318

8 | 0.31416 | 0.00014 | 6.26e-005 |  2.67e-005
0.15708 | 8.86-006 | 2.09e-007 |  6.52e-010
0.62832 | 0.014 0.0195 0.0211

56m | 0.31416 | 0.0009 | 0.000423 0.00018
0.15708 | 5.6e-005 | 1.46e-006 4.5e-009

Ongoing work, described in [19], involves the use of the
polar decomposition (42), to alleviate difficulties caused
by such coefficients and initial data; future work will ex-
plore possible combinations of this approach with block
KSS methods in order to generalize the superior accuracy
of the block approach to these more difficult problems.

7.3 Other Boundary Conditions and

Maxwell’s Equations

While we only considered periodic boundary conditions
in this paper, KSS methods for the wave equation can be
used with other boundary conditions. Dirichlet bound-
ary conditions were used in [12]. Inhomogeneous Dirich-
let or Neumann boundary conditions can be handled by
the standard technique of subtracting from the solution a
function that satisfies the boundary conditions, and solv-
ing a modified problem with an appropriate source term.
Future work will explore the adaptation of KSS methods

10°
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Figure 6: Estimates of relative error in the approxi-
mate solution of problem (74), (75), (76) with periodic
boundary conditions, at ¢ = 87 (top plot) and t = 567
(bottom plot), computed with the time-compact fourth-
order finite-difference scheme from [13] (solid curve), a
non-block KSS method (dashed curve), and a block KSS
method (dotted-dashed curve). In the finite-difference
scheme, A\ = At/Ax = 0.99, and in both KSS methods,
2-point Gaussian quadrature rules are used, and N = 64
grid points.

for Maxwell’s equations, including the use of boundary
conditions such as perfectly matched layers (PML), in-
troduced by Berenger in [3], which can be implemented
by modifying the symbol of L during the computation of
the recursion coefficients, although they must be imple-
mented carefully in view of the recent analysis of PML
for variable-coefficient problems in [22].

7.4 Summary

We have demonstrated that for hyperbolic variable-
coefficient PDE, block KSS methods are capable of com-
puting Fourier components of the solution with greater
accuracy than the original KSS methods, and they pos-
sess similar stability properties in the case of smooth co-
efficients, but are much more stable for problems with
oscillatory coefficients. By pairing the solution from the
previous time step with each trial function in a block
and applying the Lanczos algorithm to them together, we
obtain a block Gaussian quadrature rule that is better
suited to approximating a bilinear form involving both
functions than the approach of perturbing Krylov sub-
spaces in the direction of the solution.
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