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Abstract—Based on a very special property of the
shift map (Theorem 1), we believe that chaos should
involve not only nearby points can diverge apart but
also far apart points can get close to each other and
these happen infinitely often. Therefore, we propose
to call a continuous map f(x) from an infinite compact
metric space (G, d) (with metric d) to itself chaotic if
there exists a positive number δ such that for any
point x and any nonempty open set V (not neces-
sarily an open neighborhood of x) in G there is a
point y in V such that lim sup

n→∞
d(fn(x), fn(y)) ≥ δ

and lim infn→∞ d(fn(x), fn(y)) = 0.
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1 Introduction

Let (G, d) be an infinite compact metric space with metric
d and let f be a continuous map from G into itself. For
any positive integer n, let the nth iterate of f be defined
by putting f1 = f and fn = f ◦fn−1. Let p be a point in
G and let m > 1 be an integer. We say that p is a fixed
point of f if f(p) = p. We say that p is a periodic point of
f with least period m (or simply a period-m point of f) if
fm(p) = p and f i(p) 6= p for all 1 ≤ i < m. We say that
f is (topologically) transitive if, for any two nonempty
open sets U and V in G, there exists a positive integer n
such that fn(U) ∩ V 6= ∅.

Now let Σ2 = {β : β = β0β1 · · · , where βi = 0 or 1} be
the metric space with metric d defined by

d(β0β1 · · · , γ0γ1 · · · ) =

∞
∑

i=0

|βi − γi|

2i+1

and let σ be the shift map defined by σ(β0β1β2 · · · ) =
β1β2 · · · . The shift map σ is often used [5, 14] to model
the chaoticity of a dynamical system. For example, it is
well-known that, for the logistic map fµ(x) = µx(1 − x)
with any µ > 4, the dynamics of fµ on the nonwandering
set where the most interesting phenomena occur is topo-
logically conjugate to the shift map σ on Σ2. But, what
is the shift map chaotic about?

It is well known [5] that the shift map has a point α with
dense orbit (and hence is topologically transitive), i.e.,
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the orbit Oσ(α) = {σi(α) : i = 0, 1, 2, · · · } is dense in Σ2,
has dense periodic points and has sensitive dependence
on initial conditions (i.e., there exists a positive number δ
such that for any point x inG and any open neighborhood
V of x there exist a point y in V and a positive integer n
such that d(fn(x), fn(y)) ≥ δ). Sensitive dependence on
initial conditions, which is easily understood intuitively
as nearby points, however close, will eventually separate a
distance, is generally believed to be the central ingredient
of chaos. However, does it really reveal the true nature
of chaos? In [3], it is shown that sensitive dependence on
initial conditions for a contious self-map is a consequence
of topological transitivity and dense periodic points and
hence is a topological property. On the other hand, if
we let W denote the dense invariant (but non-compact)
subset of Σ2 which consists of all elements with finitely
many 1’s in its expansion, then it is easy to see that, on
W , the shift map is topologically transitive and has sen-
sitive dependence on initial conditions. Yet, every point
of W is eventually fixed, i.e., for every β in W , there is
a positive integer n such that σn(β) = 0̄ = 000 · · · . So,
W is a system no one would like to call it chaotic. These
seem to suggest that sensitive dependence on initial con-
ditions tells only part, but not the whole, of the chaos
story. But then what is the other part?

We know that the shift map has a property called
extreme sensitive dependence on initial conditions (it
is called Li-Yorke sensitivity in [1, 12]) which is
stronger than sensitive dependence on initial condi-
tions, i.e., there exists ε > 0 (for the shift map,
we can choose ε = 1) such that for any point α
in Σ2 and any open neighborhood V of α there is a
point β in V such that lim supn→∞ d(σn(α), σn(β)) ≥
ε and lim infn→∞ d(σn(α), σn(β)) = 0. We also
know [6] that the shift map has a dense uncount-
able invariant 1-scrambled set (S is a δ-scrambled
set [13] for some δ > 0 if and only if, for any
x 6= y in S, lim supn→∞ d(σn(x), σn(y)) ≥ δ and
lim infn→∞ d(σn(x), σn(y)) = 0). However, are extreme
sensitive dependence on initial conditions and the exis-
tence of a dense uncountable invariant 1-scrambled set
all that the shift map is chaotic about? This motivates
us to investigate the chaoticity of the shift map even fur-
ther. Surprisingly, we find that the shift map is more
chaotic than we previously thought.
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2 The chaoticity of the shift map

First we introduce some terminology. For any two finite
strings D = β0β1 · · ·βm and E = γ0γ1 · · · γn of 0’s and
1’s, let B · E = β0β1 · · ·βmγ0γ1 · · · γn denote the con-
catenation of D and E. If D1, D2, · · · , Dk are k finite
strings of 0’s and 1’s, the concatenation D1 ·D2 · . . . ·Dk

of D1, D2, · · · , Dk are defined similarly. For simplicity,
we shall write D1D2 · · ·Dk for D1 ·D2 · . . . ·Dk. For any
γk = 0 or 1, let γ′k = 0 if γk = 1 and γ′k = 1 if γk = 0.
For any finite string E = γkγk+1γk+2 · · · γk+n of 0’s and
1’s, let E′ denote the finite string γ′kγ

′
k+1γ

′
k+2 · · · γ

′
k+n.

It is evident that any element of Σ2 whose expansion
contains every finite sequence of 0’s and 1’s is a transi-
tive point of σ, i.e., a point with dense orbit, and there
are uncountably many of such points. Let m ≥ 5 be a
fixed integer and let α = α0α1α2 · · · be a fixed transi-
tive point in Σ2. Let X = {x1 = x1,0x1,1x1,2 · · · , x2 =
x2,0x2,1x2,2 · · · , xn = xn,0xn,1xn,2 · · · , · · · } be any
countably infinite subset of Σ2. For any integers 0 ≤
i < j, let

C(xm, i : j) = xm,ixm,i+1xm,i+2 · · ·xm,j

and

C ′(xm, i : j) = x′m,ix
′
m,i+1x

′
m,i+2 · · ·x

′
m,j .

For simplicity, let 01 = 0, 02 = 00, 03 = 000, (01)2 =
0101, (0011)3 = 0011 0011 0011, and so on.

For any γ = γ0γ1γ2 · · · in Σ2, define a new point τγ =
τγ(γ,X) in Σ2 as follows and let

Y = {σn(τγ) : n ≥ 0, γ ∈ Σ2},

where τγ = (τγ)0(τγ)1(τγ)2 · · · = α0α1α2 · · ·αm!−1

Aγ(m!) Aγ((m+ 1)!) Aγ((m+ 2)!) · · · ,

and, for any k ≥ m, Aγ(k!) = (τγ)k!(τγ)k!+1(τγ)k!+2

· · · (τγ)(k+1)!−1 is the concatenation of the following k
strings of 0’s and 1’s, each of length k!,

α0α1α2 · · ·αk!−1

(γ0)
(k−1)!(γ1)

(k−1)!(γ2)
(k−1)! · · · (γk−1)

(k−1)!

(01)(k−2)!(0011)(k−2)! · · · (0k−11k−1)(k−2)!

B(x1, 4k!)B(x2, 5k!)B(x3, 6k!) · · ·B(xk−3, k · k!),

where, for 1 ≤ i ≤ k−3, B(xi, (3+ i)k!) is the concate-
nation of the following 2k strings of 0’s and 1’s, each
of length 1

2 (k − 1)!,

C(xi, (3 + i)k! : (3 + i)k! + [12 (k − 1)! − 1])

· · ·

C(xi, (3 + i)k! + (j − 1)[12 (k − 1)! − 1] : (3 + i)k! +
j[12 (k − 1)! − 1])

· · ·

C(xi, (3 + i)k! + (k − 1)[12 (k − 1)! − 1] : (3 + i)k! +
k[12 (k − 1)! − 1])

C ′(xi, (3+ i)k!+ 1
2k! : (3+ i)k!+ 1

2k!+[12 (k−1)!−1)]

· · ·

C ′(xi, (3 + i)k! + 1
2k! + (j − 1)[12 (k − 1)! − 1] : (3 +

i)k! + 1
2k! + j[12 (k − 1)! − 1])

· · ·

C ′(xi, (3 + i)k! + 1
2k! + (k − 1)[12 (k − 1)! − 1] : (3 +

i)k! + 1
2k! + k[ 12 (k − 1)! − 1]).

We note that, in the expansion of τγ ,

(1) there are infinitely many strings α0α1α2 · · ·αk!−1,
k ≥ m, which imply, for each i ≥ 0, the denseness
of the point σi(τγ),

(2) there are infinitely many strings

(γ0)
(k−1)!(γ1)

(k−1)!(γ2)
(k−1)! · · · (γk−1)

(k−1)!, k ≥ m,

which imply that

lim sup
n→∞

d(σn(τβ), σn(τγ)) = 1 for β 6= γ,

(3) for any integer j ≥ 1, there are infinitely many
strings containing (0j1j)(k−2)! :

(01)(k−2)!(0011)(k−2)! · · · (0k−11k−1)(k−2)!, k > j,

which imply that, for any integer j ≥ 1,

lim sup
n→∞

d(σn(τβ), σn(σj(τγ))) = 1 for any β and γ,

and since this string also contains long string of 0’s,
i.e., 0k−1, we obtain, for any j ≥ 1,

lim inf
n→∞

d(σn(τβ), σn(σj(τγ))) = 0 for any β and γ,

(4) for any positive integers i and j, there are infinitely
many strings

C(xi, (3 + i)k! + (j − 1)[12 (k − 1)! − 1] :
(3 + i)k! + j[ 12 (k − 1)! − 1]), k > j,

which imply that

lim inf
n→∞

d(σn(xi), σ
n(σj−1(τγ))) = 0,

(5) for any positive integers i and j, there are infinitely
many strings
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C ′(xi, (3 + i)k! + 1
2k! + (j − 1)[12 (k − 1)! − 1] :

(3 + i)k! + 1
2k! + j[12 (k − 1)! − 1]), k > j,

which imply that

lim sup
n→∞

d(σn(xi), σ
n(σj−1(τγ))) = 1.

Therefore, with this set Y = {σn(τγ) : n ≥ 0, γ ∈ Σ2},
we have obtained the following result.

Theorem 1. For any given countably infinite subset
X of Σ2, there exists a dense uncountable invariant 1-
scrambled set Y of transitive points in Σ2 such that, for
any x in X and any y in Y , we have

lim sup
n→∞

d(σn(x), σn(y)) = 1

and
lim inf
n→∞

d(σn(x), σn(y)) = 0.

In the following, we present some examples of continous
maps on the interval which also have similar chaotic prop-
erty as the shift map. These examples include the tent
map [9] (in section 3), a topologically conjugate class of
tent-like maps [9] (in section 4) and a non-full map (in
section 5). The proofs of the chaotic properties of these
examples are by symbolic dynamics which is similar to
that of the shift map as described in section 2 except
that the respective scrambled sets are chosen differently.

3 The chaoticity of the tent map T (x)

Let T (x) = 1− |2x− 1| be the tent map defined on [0, 1].
For any point a in [0, 1), let a = .a0a1a2 · · · be the usual
binary representation of a with ai = 0 for infinitely many
i’s (for a = 1, let ak = 1 for all k ≥ 0). For ak = 0 or 1,
let a′k = 1 − ak for all k ≥ 0. Then, we have (see [17]),
for all n ≥ 1,

Tn(.a0a1a2 · · · ) =

{

.anan+1an+2 · · · , if an−1 = 0,

.a′na
′
n+1a

′
n+2 · · · , if an−1 = 1.

Therefore, any number whose binary representation con-
tains every finite strings of 0’s and 1’s of the form
0c1c2 · · · cn, for any n ≥ 1, has a dense orbit in [0, 1]
and so T is transitive.

Let I(0) = [0, 1
2 ] and I(1) = [12 , 1]. For αi = 0

or 1, let I(α0α1 · · ·αn) denote a closed subinterval of
I(α0α1 · · ·αn−1) of minimum length ([4, 11]) such that
T (I(α0α1 · · ·αn)) = I(α1α2 · · ·αn). Then, T maps the
endpoints of I(α0α1 · · ·αn) onto those of I(α1α2 · · ·αn)
and maps the interior of I(α0α1 · · ·αn) onto the interior
of I(α1α2 · · ·αn) and the length of each I(α0α1 · · ·αn−1)
is 1/2n. Let Σ2 = {α : α = α0α1α2 · · · , where αi = 0 or
1} be the compact metric space with metric d defined by

d(α0α1 · · · , β0β1 · · · ) =
∑∞

i=0 |αi − βi|/2
i+1 and let σ be

the shift map on Σ2 defined by σ(α0α1α2 · · · ) = α1α2 · · · .
For any α = α0α1α2 · · · in Σ2, let

I(α) =
∞
⋂

n=0

I(α0α1 · · ·αn).

Then it is easy to see that each I(α) (⊂ I(α0)) consists
of one point, say I(α) = {xα}, and

T (I(α)) = I(σα).

Furthermore, it is also easy to see that if < α(n) > is
a sequence of points in Σ2 which converges to α, then
< T (xα(n)) > converges to T (xα) in I. Now let 0̄ ∈ Σ2

denote the sequence consisting of all 0’s. Then it is clear
that I(0̄) = {0}. Since T (I(10̄)) = I(0̄) = { 0 } and since
the point 1 is the only point in I(1) = [12 , 1] mapping to
0, we obtain that I(10̄) = { 1 } (see [11, Proposition 20]
for a more general case). These facts will be needed in
the proof of Theorem 2 below.

Let m ≥ 5 be a fixed integer and let α = α0α1α2 · · · be
a fixed transitive point in Σ2. Then it is clear that the
unique point xα in I(α) is a transitive point in I. Let

X = {x1, x2, · · · , xn, · · · }

be any given countably infinite subset of I. For each
integer n ≥ 1, there is a (not necessarily unique)
element βn,0βn,1βn.2 · · · in Σ2 such that {xn} =
I(βn,0βn,1βn.2 · · ·).

For simplicity, let 01 = 0, 02 = 00, 03 = 000, (01)2 =
0101, (0011)3 = 0011 0011 0011, and so on.

For any integers 0 ≤ i < j and n ≥ 1, let

C(xn, i : j) = βn,iβn,i+1 · · ·βn,j−1 0

and

C∗(xn, i : j) =

{

10j−i, if βn,i = 0,

0j−i+1, if βn,i = 1.

For any element γ = γ0γ1γ2 · · · in Σ2, we define a new
element in Σ2 by putting τγ = (τγ)0(τγ)1(τγ)2 · · · =
α0α1 · · ·αm!−20 Aγ((m+1)!) Aγ((m+2)!) Aγ((m+3)!) · · · ,
where Aγ(k!) = (τγ)k!(τγ)k!+1(τγ)k!+2 · · · (τγ)(k+1)!−1 =

α0α1α2 · · ·αk!−2 0

γ0(0)(k−1)!−1 γ1(0)(k−1)!−1 · · · γk−1(0)(k−1)!−1

1(0)k!−1

B(x1, 4k!) B(x2, 5k!) · · · B(xk−3, k · k!),

where B(xi, (3 + i)k!) is a finite sequence of 0’s and 1’s
of length k! such that B(xi, (3 + i)k!) =
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C(xi, (3 + i)k! : (3 + i)k! + [12 (k − 1)! − 1])

· · ·

C(xi, (3 + i)k! + (j − 1)[12 (k − 1)! − 1] : (3 + i)k! +
j[12 (k − 1)! − 1])

· · ·

C(xi, (3 + i)k! + (k − 1)[12 (k − 1)! − 1] : (3 + i)k! +
k[12 (k − 1)! − 1])

C∗(xi, (3+i)k!+ 1
2k! : (3+i)k!+ 1

2k!+[12 (k−1)!−1)]

· · ·

C∗(xi, (3 + i)k! + 1
2k! + (j − 1)[12 (k − 1)! − 1] : (3 +

i)k! + 1
2k! + j[12 (k − 1)! − 1])

· · ·

C∗(xi, (3 + i)k! + 1
2k! + (k − 1)[12 (k − 1)! − 1] : (3 +

i)k! + 1
2k! + k[ 12 (k − 1)! − 1]).

Let Y = {Tn(xτγ
) : {xτγ

} = I(τγ), γ ∈ Σ2, n = 0, 1, 2,
· · · }. Then it is easy to check that the following result
holds.

Theorem 2. Let T (x) = 1 − |2x − 1| be the tent map
defined on [0, 1]. Then for any given countably infinite
subset X of [0, 1], there exists a dense invariant uncount-
able 1-scrambled set Y of transitive points in [0, 1] such
that, for any x ∈ X and any y ∈ Y , we have

lim sup
n→∞

|Tn(x) − Tn(y)| ≥
1

2

and
lim inf
n→∞

|Tn(x) − Tn(y)| = 0.

4 A topologically conjugate class of tent-

like maps

Now assume that f is a full map on [0, 1], i.e., for some
point 0 < a < 1, f (= fa) is a continuous map from [0, 1]
onto itself such that (i) f(0) = 0 = f(1) and f(a) = 1 and
(ii) f is strictly increasing on [0, a] and strictly decreasing
on [a, 1]. Note that the tent map T defined in section 2 is
just a special case of f . We first show that if f satisfies (a)
f has a dense orbit; or (b) f has dense periodic points; or
(c) f has sensitive dependence on initial conditions, then
x < f(x) < 1 for all 0 < x < a.

Suppose there is a fixed point 0 < v < a. If f(x) > x
for some 0 < x < v, let u be the smallest fixed point of
f in [x, v]. Since f is strictly increasing on [x, u], every
point in [x, u] is attracted to the fixed point u. So, f
cannot satisfy any one of (a), (b) and (c). If f(x) < x
for some 0 < x < v, let w be the largest fixed point of

f in [0, x]. Since f is strictly increasing on [w, x], every
point in [w, x] is attracted to the fixed point w. So, f
cannot satisfy any one of (a), (b) and (c). Therefore, if
f satisfies any one of (a), (b) and (c), then f is strictly
increasing and x < f(x) < 1 on (0, a), and f is strictly
decreasing and 0 < f(x) < 1 on (a, 1).

Let I(0) = [0, a] and I(1) = [a, 1]. For αi = 0
or 1, let I(α0α1 · · ·αn) be any closed subinterval of
I(α0α1 · · ·αn−1) of minimum length [4, 11] such that
f(I(α0α1 · · ·αn)) = I(α1α2 · · ·αn). Hence, f maps the
endpoints of I(α0α1 · · ·αn) onto those of I(α1α2 · · ·αn)
and maps the interior of I(α0α1 · · ·αn) onto the interior
of I(α1α2 · · ·αn). Consequently,

a /∈ ∪n
i=0 int(f i(I(α0α1 · · ·αn)))

= ∪n
i=0 int(I(σi(α0α1 · · ·αn))),

where int(J) denotes the interior of the interval J. For
any α = α0α1 · · · in Σ2, let I(α) =

⋂∞

n=0 I(α0α1 · · ·αn).
Then f(I(α)) = I(σα) and each I(α) (⊂ I(α0)) is ei-
ther a nondegenerate compact interval or consists of one
point [11]. Furthermore, if I(α) is a nondegenerate com-
pact interval then a /∈ ∪i≥0 int(f i(I(α))), f maps the
endpoints of I(α) onto the endpoints of f(I(α)) and the
interior of I(α) onto the interior of f(I(α)). Note that it
is shown in [11, Propositions 20 & 21] that I(0̄) = { 0 }
and I(10̄) = { 1 } and, if I(α) ∩ I(β) 6= ∅ for some α 6= β
in Σ2, then for some point p in [0, 1] and some k ≥ 0 and
γi = 0 or 1, 0 ≤ i ≤ k − 1, we have

{α, β} = {γ0γ1 · · · γk−1010̄, γ0γ1 · · · γk−1110̄},

I(α) = I(β) = {p} and fk(p) = a.

Conversely, if

{α, β} = {γ0γ1 · · · γk−1010̄, γ0γ1 · · · γk−1110̄},

then I(α) = I(β) = {p} for some point p and fk(p) = a.
These facts will be needed later.

Assume that I(α) =
⋂∞

n=0 I(α0α1 · · ·αn) is a nonde-
generate interval. Then so is f i(I(α)) for every i ≥ 0
since f is not constant on any interval. Since a /∈ ∪i≥0

int(f i(I(α))), f i is strictly monotonic on I(α) for every
i ≥ 1. Assume that f satisfies any one of (a), (b) and
(c), and assume that, for some integer m ≥ 1, fm(I(α))
is a nondegenerate interval such that int(fm(I(α)))∩
int(I(α)) 6= ∅ (this happens when f satisfies (a) or (b)).
Then fm(I(α)) = I(α) and fm maps the endpoints of
I(α) onto itself and fm is monotonic on I(α). By re-
sorting to f2m if necessary, we may assume that fm is
increasing on I(α) and fixes both endpoints of I(α). But
then, one endpoint of I(α) which is a fixed point of fm

attracts all points of int(I(α)) (under fm) which clearly
contradicts the assumption that f satisfies any one of (a),
(b) and (c). If f satisfies (c) and f i(I(α)) and f j(I(α))
have disjoint interiors whenever i 6= j, then since the
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interval [0, 1] has finite length, we must have limn→∞

diameter(fn(I(α))) = 0 which contradicts the assump-
tion that f has sensitivity. This shows that if f satisfies
any one of (a), (b) and (c), then I(α) consists of exactly
one point for every α in Σ2 and every point of [0, 1] be-
longs to I(α) for some (not necessarily unique) α in Σ2.

In the following, assume that f satisfies any one of (a),
(b) and (c). For the sake of clarity, we write If (α) in-
stead of I(α) to emphasize the role of f . For every x
in [0, 1], there is an α in Σ2 such that If (α) = {x}. If
there is another β 6= α in Σ2 such that If (β) = {x},
then it follows from the above that, for some k ≥
0, {α, β} = {γ0γ1 · · · γk010̄, γ0γ1 · · · γk110̄}. But then
IT (α) = IT (β) = {w} for some w with T k(w) = 1

2 . So,
the map ψ : [0, 1] → [0, 1] defined by letting ψ(If (α)) =
IT (α) is well-defined (cf. [11, Theorem 22]). It is easy
to see that ψ is a homeomorphism such that ψ(0) =
0, ψ(a) = 1

2 , ψ(1) = 1 and (ψf)(If (α)) = ψ(f(If (α))) =

ψ(If (σα)) = IT (σα) = TIT (α) = (Tψ)(If (α)).

Therefore, f is topologically conjugate to T through ψ.
This, together with Theorem 2 above, implies the follow-
ing result.

Theorem 3. Let 0 < a < 1 and let f be a continuous
map from [0, 1] onto itself such that (i) f(0) = 0 = f(1)
and f(a) = 1 and (ii) f is strictly increasing on [0, a]
and strictly decreasing on [a, 1]. Then the following state-
ments are equivalent:

(a) f has a dense orbit.

(b) f has dense periodic points.

(c) f has sensitive dependence on initial conditions.

Furthermore, if f has a dense orbit, then f is topologi-
cally conjugate to the tent map T (x) = 1 − |2x − 1| on
[0, 1] and, for any countably infinite subset X of [0, 1], f
has a dense uncountable invariant 1-scrambled set Y of
transitive points in [0, 1] such that, for any x ∈ X and
y ∈ Y , we have

lim sup
n→∞

|fn(x) − fn(y)| ≥ min{a, 1 − a}

and
lim inf
n→∞

|fn(x) − fn(y)| = 0.

5 A non-full map

Now let g(x) be the continuous map from [0, 1] onto itself
defined by

g(x) =

{

1 − 2x, 0 ≤ x ≤ 1
2 ,

x− 1
2 ,

1
2 ≤ x ≤ 1.

This map g(x) is a classical example in the Theory of Dis-
crete Dynamical Systems on the Interval that has exactly
one period-3 orbit.

On the other hand, let φ(x) be the continuous map [15,
16] from the one-point compactification space [0,∞] of
[0,∞) onto itself defined by

φ(x) =











∞, if x = 0,

|1 − 1
x
|, if 0 < x,

1, if x = ∞.

In [8], we show that g(x) and φ(x) are topologically con-
jugate and φ(x) has similar chaotic property as the shift
map. Consequently, we have the following result.

Theorem 4. Let g(x) be the continuous map from [0, 1]
onto itself defined by

g(x) =

{

1 − 2x, 0 ≤ x ≤ 1
2 ,

x− 1
2 ,

1
2 ≤ x ≤ 1.

Then, for any countably infinite subset X of [0, 1], g has a
dense uncountable invariant ( 1

2 )-scrambled set Y of tran-
sitive points in [0, 1] such that, for any x ∈ X and y ∈ Y ,
we have

lim sup
n→∞

|gn(x) − gn(y)| ≥
1

2

and
lim inf
n→∞

|gn(x) − gn(y)| = 0.

6 The true nature of chaos

Theorem 1 has a very important consequence. That is,
given any point x in Σ2, then at just about everywhere
in Σ2, whether it is close to x or far away from it we can
always find a point y (in the dense set Y ) whose iterates
satisfy lim supn→∞ d(σn(x), σn(y)) = 1 and lim infn→∞

d(σn(x), σn(y)) = 0. This seems to suggest that in a
chaotic system the iterates of not only nearby points can
diverge apart but also far apart points can get close to
each other and these happen infinitely often. After all,
two present far apart points may be very close to each
other some time earlier.

Theorem 1 also reveals a very striking property for the
shift map. That is, when we let X = {x0, σ(x0), σ

2(x0),
· · · } denote the orbit of any given point x0 in Σ2, then
Theorem 1 implies the existence of a dense uncountable
invariant 1-scrambled set Y of transitive points in Σ2

such that, for every positive integer m and every y in Y ,
lim supn→∞ d(σn(σm(x0)), σ

n(y)) = 1 and lim infn→∞

d(σn(σm(x0)), σ
n(y)) = 0. In particular, this says that,

for any point x0 and any time m earlier, at about every-
where (the corresponding dense set Y ) in Σ2, we can find
a point y (in Y ) whose trajectory eventually catches up

IAENG International Journal of Applied Mathematics, 42:3, IJAM_42_3_09

(Advance online publication: 27 August 2012)

 
______________________________________________________________________________________ 



with that of the point x0 to within any prescribed dis-
tance (since lim infn→∞ d(σn(σm(x0)), σ

n(y)) = 0) even
though x0 starts out time m earlier than y.

7 A definition of chaos

Let (G, d) be an infinite compact metric space with
metric d and let f be a continuous map from G into
itself. We say that f is chaotic (see also [18, 19])
if there exists a positive number δ such that for any
point x and any nonempty open set V (not necessar-
ily an open neighborhood of x) in G there is a point
y in V such that lim supn→∞ d(fn(x), fn(y)) ≥ δ and
lim infn→∞ d(fn(x), fn(y)) = 0. By [2, 20] and Theo-
rems 1, 2 and 4, we have the following result.

Theorem 5. The following statements hold.

(a) The shift map σ is chaotic on Σ2.

(b) The tent map T (x) = 1−|2x−1| is chaotic on [0, 1].

(c) The map f defined on [0, 1] by putting f(x) = 1−2x
for 0 ≤ x ≤ 1

2 and f(x) = x − 1
2 for 1

2 ≤ x ≤ 1 is
chaotic on [0, 1].

(d) Fµ is chaotic on Λµ for any µ ≥ 4, where Fµ(x) =
µx(1 − x) and Λµ = ∩∞

n=0F
−n
µ ([0, 1]) for µ > 4 and

Λµ(x) = [0, 1] for µ = 4.

The chaotic maps in Theorem 5 are all transitive and Li-
Yorke sensitive. However, not all transitive maps or Li-
Yorke sensitive maps are chaotic. The following is such
an example.

Example 1. Let g(x) be the continuous map from [−1, 1]
onto itself defined by putting g(x) = 2x+2 for −1 ≤ x ≤
− 1

2 ; g(x) = −2x for − 1
2 ≤ x ≤ 0; and g(x) = −x for

0 ≤ x ≤ 1. Then g is transitive and Li-Yorke sensitive
but not chaotic because the period-2 point − 2

3 and the
interval [0, 1] are jumping alternately and never get close
to each other.

Chaotic maps are clearly Li-Yorke sensitive [12], but not
necessarily transitive. The following is such an example.

Example 2. Let T (x) = 1 − |2x− 1| for 0 ≤ x ≤ 1 and
let h be the continuous map from [− 1

2 , 1] to itself defined
by putting h(x) = −x for − 1

2 ≤ x ≤ 0 and h(x) = T (x)
for 0 ≤ x ≤ 1. Then, on [− 1

2 , 1], h is chaotic but not
transitive.

The following result gives a necessary condition for an
interval map to be chaotic.

Theorem 6. Let I denote a compact interval in the real
line and let f be a continuous map from I into itself. If f
is chaotic, then f has periodic points of all even periods
and, f2 is turbulent, i.e., there exist closed subintervals

I0 and I1 of I with at most one point in common such
that f2(I0) ∩ f

2(I1) ⊃ I0 ∪ I1.

Proof. Let z be a fixed point of f and let W be a
nonempty open set in I. Assume that f is chaotic. Then
there exist a positive number δ and a point c in W such
that lim supn→∞ |fn(c) − fn(z)| ≥ δ and lim infn→∞

|fn(c)− fn(z)| = 0. In particular, the ω-limit set ω(f, c)
of c with respect to f (x is in ω(f, c) if and only if
limk→∞ fnk(c) = x for some sequence of positive inte-
gers nk → ∞) contains the fixed point z of f and a point
different from z. It follows from [10] that f has periodic
points of all even periods and f2 is turbulent. �

The converse of Theorem 6 is false as shown by Example
1.
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