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Abstract—This paper is devoted to investigate the problem
of controlling chaos in a 3D ratio-dependent food chain system.
Time-delayed feedback control method is applied to suppress
chaos to unstable equilibria or unstable periodic orbits. By
local stability analysis, we theoretically prove the occurrences
of Hopf bifurcation. Some numerical simulations are presented
to support theoretical predictions. Finally, main conclusions are
drawn.

Index Terms—food chain system, chaos, stability, Hopf bifur-
cation, time-delayed feedback.

I. INTRODUCTION

IT is well known that chaotic systems play an impor-
tant role in many fields such as secure communications,

information processing, high-performance circuit design for
telecommunications and so on [1]. During the last decade,
a great deal of methods have been proposed to control
chaos, i.e., to stabilize the chaotic dynamical systems to
periodic motion, when chaos is not unwanted or undesirable.
Recently, many excellent results were reported by Moon
[2], Chen and Dong [3], and Kapitaniak [4]. Moreover,
numerous outstanding work on chaos control was presented
by EI Naschie [5] and Kapitaniak [6-22,30-33]. In 1998,
Varriale and Gomes [23] had investigated the dynamics of
the following food web consisting of three species





ẋ(t) = rx
(
1− x

K

)
− 1

η1

m1xy

a1y + x
,

ẏ(t) =
m1xy

a1y + x
− d1y − 1

η2

m2xy

a2z + y
,

ż(t) =
m2xy

a2z + y
− d2z,

(1)

where x, y, z stand for the population density of prey, preda-
tor and top predator, respectively. ηi,mi, ai, di(i = 1, 2)
are the yield constants, maximal predator growth rates, half-
saturation constants and predator,s death rates, respectively.
r and K are the prey intrinsic growth rate and carrying
capacity, respectively.

Manuscript received November 6, 2013; revised June 17, 2014. This
work was supported in part by the National Natural Science Foundation
of China(No.11261010 and No.11201138), Soft Science and Technology
Program of Guizhou Province(No.2011LKC2030), Scientific Research Fund
of Hunan Provincial Education Department (No.12B034), Natural Science
and Technology Foundation of Guizhou Province(J[2012]2100), Governor
Foundation of Guizhou Province([2012]53), Natural Science and Technol-
ogy Foundation of Guizhou Province(2014), Natural Science Innovation
Team Project of Guizhou Province ([2013]14) and Doctoral Foundation of
Guizhou University of Finance and Economics (2010).

C. Xu is with the Department of Guizhou Key Laboratory of Economics
System Simulation, Guizhou University of Finance and Economics, Guiyang
550004, PR China e-mail: xcj403@126.com.

Q. Zhang is with College of science, Hunan University of Technology,
Zhuzhou 412007, PR China e-mail: zhqm20082008@sina.com

L. Lu is with the Department of Guizhou Key Laboratory of Economics
System Simulation, Guizhou University of Finance and Economics, Guiyang
550004, PR China e-mail:147990962@qq.com.

0.4

0.6

0.8

1

0

1

2

3

4
0

0.1

0.2

0.3

0.4

0.5

0.6

x(t)y(t)

z(
t)

Fig. 1. The new chaotic attractor of system (1.1) with the initial value
(0.3433,0.0467,0.0767).

For the sake of simplicity, we make system (1) be non-
dimensionality with the following scaling

t → rt, x → r

K
x, y → a1

K
y, z → a1a2

K
z,

m1 → m1

r
, d1 → d1

r
,m2 → m2

r
, d2 → d2

r
,

then system (1) becomes the form




ẋ(t) = rx(1− x)− c1xy

x + y
,

ẏ(t) =
m1xy

x + y
− d1y − c2xy

y + z
,

ż(t) =
m2xy

y + z
− d2z,

(2)

where

c1 =
m− 1
η1a1r

, c2 =
m2

η2a2r
.

Zhao et al. [29] found that system (2) is chaotic when m1 =
10,m2 = 2, d1 = d2 = 1, c1 = 1, c2 = 11, i.e., the following
system





ẋ(t) = rx(1− x)− xy

x + y
,

ẏ(t) =
10xy

x + y
− y − 11xy

y + z
,

ż(t) =
2xy

y + z
− z

(3)

is chaotic (see Fig.1).
The aim of this paper is to investigate the dynamics of the

3D ratio-dependent food chain system (3) by considering the
effect of delayed feedbacks. By making a detailed analysis on
the characteristic equation of linearized system of the model,
we theoretically prove that the Hopf bifurcation occur in this
model. Numerical results support the theoretical findings.
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II. CONTROLLING CHAOS VIA FEEDBACK CONTROL
METHODS

In this section, we shall apply the conventional feedback
method to the dynamical system (3). Our aim is to drag the
chaotic trajectories to the equilibrium or periodic orbits. Fol-
lowing the idea of Pyragas [24], we add time-delayed force to
different equations of system (3). Obviously, system (3) has a
unique positive equilibrium E(x0, y0, z0) =

(
7
10 , 49

130 , 49
130

)
.

In the following, we consider the dynamical behavior of
the positive equilibrium E(x0, y0, z0) of system (3). Now we
consider four cases.

Case 1. Delayed feedback on the first equation

In this case, we will investigate the system (3) which the
variable x is influenced by the delayed feedback k(x(t) −
x(t− τ)), i.e., system (3) takes the form




ẋ(t) = rx(1− x)− xy

x + y
+ k(x(t)− x(t− τ)),

ẏ(t) =
10xy

x + y
− y − 11xy

y + z
,

ż(t) =
2xy

y + z
− z.

(4)

The linearized system of Eq.(4) around E(x0, y0, z0) is given
by 




ẋ = (α1 + k)x + α2y − kx(t− τ),
ẏ = α3x + α4y + α5z,
ż = α6y + α7z,

(5)

where

α1 = 1− 2x0 − y2
0

(x0 + y0)2
, α2 = − x2

0

(x0 + y0)2
,

α3 =
10y2

0

(x0 + y0)2
, α4 =

10y2
0

(x0 + y0)2
−1− 11z2

0

(y0 + z0)2
,

α5 =
11y2

0

(y0 + z0)2
, α6 =

2z2
0

(y0 + z0)2
, α7 =

2y2
0

(y0 + z0)2
− 1.

The characteristic equation of (5) takes the form

λ3 + c2λ
2 + c1λ + c0 + (e2λ

2 + e1λ + e0)e−λτ = 0, (6)

where

c0 = α2α3α7 − α4α7(α1 + k),
c1 = (α1 + k)(α4 + α7) + α4α7 − α2α3 − α5α6,

c2 = −α1 + k + α4 + α7,

e0 = −kα4α7 + α5α6(α1 + k),
e1 = k(α4 + α7)− (α2α3 + α5α6), e2 = k.

In the sequel, we will deal with the distribution of roots of
the transcendental equation (6).

Lemma 2.1 [25] For the transcendental equation

P (λ, e−λτ1 , · · · , e−λτm)

= λn + p
(0)
1 λn−1 + · · ·+ p

(0)
n−1λ + p(0)

n

+
[
p
(1)
1 λn−1 + · · ·+ p

(1)
n−1λ + p(1)

n

]
e−λτ1 + · · ·

+
[
p
(m)
1 λn−1 + · · ·+ p

(m)
n−1λ + p(m)

n

]
e−λτm = 0,

as (τ1, τ2, τ3, · · · , τm) vary, the sum of orders of the zeros
of P (λ, e−λτ1 , · · · , e−λτm) in the open right half plane can

change, and only a zero appears on or crosses the imaginary
axis.

When τ = 0, (6) has the form

λ3 + (c2 + e2)λ2 + (c1 + e1)λ + c0 + e0 = 0. (7)

It is easy to see that all roots of (7) have a negative real part
if the following condition

(H1) c2 + e2 > 0, c0 + e0 > 0, (c2 + e2)(c1 + e1) > c0 + e0

holds. Then the positive equilibrium point E(x0, y0, z0) is
locally asymptotically stable when the condition (H1) holds.
For ω > 0, iω is a root of (6) if and only if

−ω3i− c2ω
2 + c1ωi + c0 + (−e2ω

2 + e1ωi + e0)e−iωτ = 0.

Separating the real and imaginary parts gives
{

(e0 − e2ω
2) cos ωτ + e1ω sinωτ = c2ω

2 − c0,
e1ω cos ωτ1 + (e0 − e2ω

2) sin ωτ = ω3 − c1ω.
(8)

It follows from (8) that

(e0 − e2ω
2)2 + (e1ω)2 = (c2ω

2 − c0)2 + (ω3 − c1ω)2,

which is equivalent to

ω6 + p1ω
4 + q1ω

2 + r1 = 0, (9)

where

p1 = c2
2−e2

2−2c1, q1 = c2
1−2c0c2−e2

1+2e0e2, r1 = c2
0−e2

0.

Denote z = ω2, then (9) takes the following form

z3 + p1z
2 + q1z + r1 = 0. (10)

Let
h(z) = z3 + p1z

2 + q1z + r1. (11)

Song et al. [26] obtained the following results on the distri-
bution of roots of Eqs.(6) and (10).

Lemma 2.2. For the polynomial equation (10),
(i) If r1 < 0, then Eq.(10) has at least one positive root;
(ii) If r1 ≥ 0 and ∆1 = p2

1 − 3q1 ≤ 0, then Eq.(10) has no
positive roots;
(iii) If r1 ≥ 0 and ∆1 = p2

1 − 3q1 > 0, then Eq.(10) has
positive if and only if z∗1 = −p1+

√
∆1

3 and h(z∗1) ≤ 0.

Suppose that Eq.(11) has positive roots. Without loss of
generality, we assume that it has three positive roots, denoted
by z1, z2 and z3, respectively. Then Eq.(9) has three positive
roots

ω1 =
√

z1, ω2 =
√

z2, ω3 =
√

z3.

By (8), we derive

cos ωkτ =
(c2ω

2
k − c0)(e0 − e2ω

2
k)− (ω3

k − c1ωk)e1ωk

(e0 − e2ω2
k)2 − (e1ωk)2

.

Thus, if we denote

τ
(j)
k =

1
ωk

{
arccos

[
(c2ω

2
k − c0)(e0 − e2ω

2
k)− (ω3

k − c1ωk)e1ωk

(e0 − e2ω2
k)2 − (e1ωk)2

]

+2jπ

}
, (12)
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where k = 1, 2, 3; j = 0, 1, 2, · · · , then ±iωk are a pair of
imaginary roots of Eq.(6) with τ

(j)
k . Define

τ0 = τ
(0)
k0 = min

k∈{1,2,3}
{τ (0)

k }, ω0 = ωk0. (13)

The following Lemma 2.3 is taken from Song et al. [26].

Lemma 2.3. For the third degree exponential polynomial
equation (6),we have
(i) if r1 ≥ 0 and ∆1 = p2

1 − 3q1 ≤ 0, then all roots with
positive real parts of Eq.(6) has the same sum as those of
the polynomial Eq.(8) for all τ ≥ 0;
(ii) if either r1 < 0 or r1 ≥ 0 , ∆1 = p2

1 − 3q1 >

0, z∗1 = −p1+
√

∆1
3 > 0 and h(z∗1) ≤ 0, then all roots with

positive real parts of Eq.(6) has the same sum as those of
the polynomial Eq.(7) for all τ ∈ [0, τ0).

Let λ(τ) = α(τ) + iω(τ) be a root of (6) around τ = τ
(j)
0 ,

and α(τ (j)
0 ) = 0 and ω(τ (j)

0 ) = ωk. Differentiating both
sides of (6) with respect to τ yields

[3λ2 +2c2λ+c1 +(2e2λ+e1−τ(e2λ
2 +e1λ+e0))e−λτ ]

dλ

dτ

= λe−λτ (e2λ
2 + e1λ + e0),

which gives
[
dλ

dτ

]−1

= − 2λ3 + c2λ
2 − c0

λ2(λ3 + c2λ2 + c1λ + c0)

+
e2λ− e0

λ2(e2λ2 + e1λ + e0)
− τ

λ
.

Let λ = iωk, τ = τ
(j)
k , then we have

[
dλ

dτ1

]−1
∣∣∣∣∣
λ=iωk,τ=τ

(j)
k

=
−2ω3

ki− c2ω
2
k − c0

ω2
k(c0 − c2ω2

k − i(ω3
k − c1ωk))

+
e2ω

2
k + e0

ω2
k(e0 − e2ω2

k + e1ωki)
− τ

(j)
k

iωk
.

Then

Re

{[
dλ

dτ

]−1
∣∣∣∣∣
λ=iωk,τ=τ

(j)
k

}

= − 1
ω2

k

[
c2
0 − (c2

2 − 2c1)ω4
k − 2ω6

k

(c0 − c2ω2
k)2 + (ω3

k − c1ωk)2

− e2
0 − e2

2ω
4
k

e2
1ω

2
k + (e0 − e2ω2

k)2

]

=
2ω6

k + pω4
k − r

ω2
k(e0 − e2ω2

k)2 + e2
1ω

2
k

=
3ω4

k + 2pω2
k + q

(e0 − e2ω2
k)2 + e2

1ω
2
k

,

where Re{.} is the real part of ·. We assume that the
following condition holds.

(H2) 3ω4
k + 2p1ω

2
k + q1 6= 0.

According to above analysis and the results of Kuang [27]
and Hale [28], we have

Theorem 2.4. If (H1) holds, then the positive equilibrium
E(x0, y0, z0) of system (4) is asymptotically stable for

τ ∈ [0, τ0). Under the conditions (H1), if the condition
(H2) holds, then system (4) undergoes a Hopf bifurcation
at the positive equilibrium E(x0, y0, z0) when τ = τ

(j)
0 , j =

0, 1, 2, · · ·.

Case 2. Delayed feedback on the second equation

In this case, we will investigate the system (3) which the
variable y is influenced by the delayed feedbackk(y(t) −
y(t− τ)), i.e., system (3) takes the form





ẋ(t) = rx(1− x)− xy

x + y
,

ẏ(t) =
10xy

x + y
− y − 11xy

y + z
+ k(y(t)− y(t− τ)),

ż(t) =
2xy

y + z
− z.

(14)

The linearized system of Eq.(14) around E(x0, y0, z0) is
given by





ẋ = α1x + α2y,
ẏ = α3x + (α4 + k)y + α5z − ky(t− τ),
ż = α6y + α7z.

(15)

The characteristic equation of (15) takes the form

λ3 + f2λ
2 + f1λ + f0 + (g2λ

2 + g1λ + g0)e−λτ = 0, (16)

where

f0 = α2α3α7 + α1α5α6 + α1α7(α4 + k),
f1 = (α4 + k)(α1 + α7) + α1α7 − α2α3 − α5α6,

f2 = −(α1 + k + α4 + α7), g0 = kα1α7,

g1 = k(α1 + α7)− (α2α3 + α5α6), g2 = k.

Next, we will analyze the distribution of roots of the tran-
scendental equation (16).

When τ = 0, (16) has the form

λ3 + (f2 + g2)λ2 + (f1 + g1)λ + f0 + g0 = 0. (17)

It is easy to see that all roots of (17) have a negative real
part if the following condition

(H3) f2 + g2 > 0, f0 + g0 > 0, (f2 + g2)(f1 + g1) > f0 + g0

holds. Then the positive equilibrium point E(x0, y0, z0) is
locally asymptotically stable when the condition (H3) holds.
For ω̃ > 0, iω̃ is a root of (16) if and only if

−ω̃3i− f2ω̃
2 + f1ω̃i+ f0 +(−g2ω̃

2 + g1ω̃i+ g0)e−iω̃τ = 0.

Separating the real and imaginary parts gives
{

(g0 − g2ω̃
2) cos ω̃τ + g1ω̃ sin ω̃τ = f2ω̃

2 − f0,
g1ω̃ cos ω̃τ1 + (g0 − g2ω̃

2) sin ω̃τ = ω̃3 − f1ω.
(18)

It follows from (18) that

(g0 − g2ω̃
2)2 + (g1ω̃)2 = (f2ω̃

2 − f0)2 + (ω̃3 − f1ω̃)2,

which is equivalent to

ω̃6 + p̃1ω̃
4 + q̃1ω̃

2 + r̃1 = 0, (19)

where

p̃1 = f2
2−g2

2−2f1, q̃1 = f2
1−2f0f2−g2

1+2g0g2, r̃1 = f2
0−g2

0 .
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Denote z̃ = ω̃2, then (19) takes the following form

z̃3 + p̃1z̃
2 + q̃1z̃ + r̃1 = 0. (20)

Let
h̃(z̃) = z̃3 + p̃1z̃

2 + q̃1z̃ + r̃1. (21)

Song et al. [26] obtained the following results on the distri-
bution of roots of Eqs.(16) and (20).

Lemma 2.5. For the polynomial equation (20),
(i) if r̃1 < 0, then Eq.(20) has at least one positive root;
(ii) if r̃1 ≥ 0 and ∆̃1 = p̃2

1 − 3q̃1 ≤ 0, then Eq.(20) has no
positive roots;
(iii) if r̃1 ≥ 0 and ∆̃1 = p̃2

1 − 3q̃1 > 0, then Eq.(20) has

positive if and only if z̃∗1 = −p̃1+
√

∆̃1
3 and h̃(z̃∗1) ≤ 0.

Suppose that Eq.(21) has positive roots. Without loss of
generality, we assume that it has three positive roots, denoted
by z̃1, z̃2 and z̃3, respectively. Then Eq.(19) has three positive
roots

ω̃1 =
√

z̃1, ω̃2 =
√

z̃2, ω̃3 =
√

z̃3.

By (18), we derive

cos ωkτ =
(f2ω̃

2
k − f0)(g0 − g2ω̃

2
k)− (ω̃3

k − f1ω̃k)g1ω̃k

(g0 − g2ω̃2
k)2 − (g1ω̃k)2

.

Thus, if we denote

τ
(j)
k =

1
ω̃k

{
arccos

[
(f2ω̃

2
k − f0)(g0 − g2ω̃

2
k)− (ω̃3

k − f1ω̃k)g1ω̃k

(g0 − g2ω̃2
k)2 − (g1ω̃k)2

]

+2jπ

}
, (22)

where k = 1, 2, 3; j = 0, 1, 2, · · · , then ±iω̃k are a pair of
imaginary roots of Eq.(6) with τ

(j)
k . Define

τ0 = τ
(0)
k0 = min

k∈{1,2,3}
{τ (0)

k }, ω̃0 = ω̃k0. (23)

The following Lemma 2.6 is taken from Song et al. [26].

Lemma 2.6. For the third degree exponential polynomial
equation (16),we have
(i) if r̃1 ≥ 0 and ∆̃1 = p̃2

1 − 3q̃1 ≤ 0, then all roots with
positive real parts of Eq.(16) has the same sum as those of
the polynomial Eq.(17) for all τ ≥ 0;
(ii) if either r̃1 < 0 or r̃1 ≥ 0 , ∆̃1 = p̃2

1 − 3q̃1 > 0, z̃∗1 =
−p̃1+

√
∆̃1

3 > 0 and h̃(z̃∗1) ≤ 0, then all roots with positive
real parts of Eq.(16) has the same sum as those of the
polynomial Eq.(17) for all τ ∈ [0, τ0).

Let λ(τ) = α̃(τ) + iω̃(τ) be a root of (16) around τ = τ
(j)
0 ,

and α̃(τ (j)
0 ) = 0 and ω̃(τ (j)

0 ) = ω̃k. Differentiating both
sides of (16) with respect to τ yields

[3λ2+2f2λ+f1+(2g2λ+g1−τ(g2λ
2+g1λ+g0))e−λτ ]

dλ

dτ

= λe−λτ (g2λ
2 + g1λ + g0),

which gives
[
dλ

dτ

]−1

= − 2λ3 + f2λ
2 − f0

λ2(λ3 + f2λ2 + f1λ + f0)

+
g2λ− g0

λ2(g2λ2 + g1λ + g0)
− τ

λ
.

Let λ = iω̃k, τ = τ
(j)
k , then we have

[
dλ

dτ

]−1
∣∣∣∣∣
λ=iω̃k,τ=τ

(j)
k

=
−2ω̃3

ki− f2ω̃
2
k − f0

ω̃2
k(f0 − f2ω̃2

k − i(ω3
k − f1ω̃k))

+
g2ω̃

2
k + g0

ω̃2
k(g0 − g2ω̃2

k + g1ω̃ki)
− τ

(j)
k

iω̃k
.

Then

Re

{[
dλ

dτ

]−1
∣∣∣∣∣
λ=iω̃k,τ=τ

(j)
k

}

= − 1
ω̃2

k

[
f2
0 − (f2

2 − 2f1)ω̃4
k − 2ω̃6

k

(f0 − f2ω̃2
k)2 + (ω̃3

k − f1ω̃k)2

− g2
0 − g2

2ω̃4
k

g2
1ω̃2

k + (g0 − g2ω̃2
k)2

]

=
2ω6

k + pω̃4
k − r

ω̃2
k(g0 − g2ω̃2

k)2 + g2
1ω̃2

k

=
3ω̃4

k + 2pω̃2
k + q

(g0 − g2ω̃2
k)2 + g2

1ω̃2
k

.

We assume that the following condition holds.

(H4) 3ω̃4
k + 2p1ω̃

2
k + q1 6= 0.

According to above analysis and the results of Kuang [27]
and Hale [28], we have

Theorem 2.7. If (H3) holds, then the positive equilibrium
E(x0, y0, z0) of system (14) is asymptotically stable for τ ∈
[0, τ0). Under the condition (H3), if the condition (H4) holds,
then system (14) undergoes a Hopf bifurcation at the positive
equilibrium E(x0, y0, z0) when τ = τ

(j)
0 , j = 0, 1, 2, · · ·.

Case 3. Delayed feedback on the third equation

In this case, we will investigate the system (3) which the
variable z is influenced by the delayed feedback k(z(t) −
z(t− τ)), then system (3) takes the form





ẋ(t) = rx(1− x)− xy

x + y
,

ẏ(t) =
10xy

x + y
− y − 11xy

y + z
,

ż(t) =
2xy

y + z
− z + k(z(t)− z(t− τ)).

(24)

The linearized system of Eq.(24) around E(x0, y0, z0) is
given by





ẋ = α1x + α2y,
ẏ = α3x + (α4 + k)y + α5z,
ż = α6y + (α7 + k)z − kz(t− τ).

(25)

The characteristic equation of (25) takes the form

λ3 + m2λ
2 + m1λ + m0 + n0e

−λτ = 0, (26)

where

m0 = (α2α3 − α1α4)(α7 + k) + α1α5α6,

m1 = α1α4 + (α1 + α4)(α7 + k)
−k(α1 + α4) + α5α6,

m2 = −(α1 + α4 + α7 + 2k), n0 = k(α1α4 + α2α3).
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When τ = 0, (26) has the form

λ3 + m2λ
2 + m1λ + m0 + n0 = 0. (27)

It is easy to see that all roots of (27) have a negative real
part if the following condition

(H5) m2 > 0,m0 + n0 > 0,m1m2 > m0 + n0

is satisfied. Then the positive equilibrium point E(x0, y0, z0)
is locally asymptotically stable when the condition (H5)
holds.

For ω̄ > 0, iω̄ is a root of (26) if and only if

−ω̄3i−m2ω̄
2 + m1ω̄i + m0 + n0e

−ω̄τi = 0.

Separating the real and imaginary parts gives
{

n0 cos ω̄τ = m2ω̄
2 −m0,

n0 sin ω̄τ = m1ω̄ − ω̄3,
(28)

which is equivalent to

ω̄6 + θ2ω̄
4 + θ1ω̄

2 + θ0 = 0, (29)

where

θ0 = m2
0 − n2

0, θ1 = m2
1 − 2m0m2, θ2 = m2

2 − 2m1.

Denote z̄ = ω̄2, then (29) takes the following form

z̄3 + θ2z̄
2 + θ1z̄ + θ0 = 0. (30)

Let
h̄(z̄) = z̄3 + θ2z̄

2 + θ1z̄ + θ0. (31)

Since θ0 < 0 and limz̄→+∞ h̄(z̄) = +∞, then (31) has at
least one positive root.

Without loss of generality, we assume that (31) has
three positive roots, denoted by z̄1, z̄2, z̄3, respectively. Then
Eq.(29) has three positive roots

ω̄1 =
√

z̄1, ω̄2 =
√

z̄2, ω̄3 =
√

z̄3.

If we denote

τ
(j)
k =

1
ω̄k

[
arccos

(
m2ω̄

2 −m0

n0

)
+ 2jπ

]
, (32)

where k = 1, 2, 3; j = 0, 1, 2, · · · , then ±iω̄k are a pair of
imaginary roots of Eq.(26) with τ

(j)
k . Define

τ0 = τ
(0)
k0 = min

k∈{1,2,3}
{τ (0)

k }, ω̄0 = ω̄k0. (33)

Let λ(τ) = ᾱ(τ) + iω̄(τ) be a root of (26) around τ = τ
(j)
0 ,

and ᾱ(τ (j)
0 ) = 0 and ω̄(τ (j)

0 ) = ω̄k. Differentiating both
sides of (26) with respect to τ yields

[
dλ

dτ

]−1

=
(3λ2 + 2m2λ + m1)eλτ

n0λ
− τ

λ
.

Let λ = iω̄k, τ = τ
(j)
k , then we have

[
dλ

dτ

]−1
∣∣∣∣∣
λ=iω̄k,τ=τ

(j)
k

=
δ1 + iδ2

(n0ω̄k)2
− τ

(j)
k

iω̄k
.

where

δ1 =
[
(m1 − 3ω̄2

k) sin ω̄kτ
(j)
k + 2m2ω̄k cos ω̄kτ

(j)
k

]
n0ω̄k,

δ2 =
[
2m2ω̄k sin ω̄kτ

(j)
k − (m1 − 3ω̄2

k) cos ω̄kτ
(j)
k

]
n0ω̄k.

Then

Re

{[
dλ

dτ

]−1
∣∣∣∣∣
λ=iωk,τ=τ

(j)
k

}
= Re

[
δ1 + iδ2

(n0ω̄k)2

]
=

δ1

(n0ω̄k)2
,

We assume that the following condition holds.

(H6) δ1 6= 0.

Based on above analysis and the results of Kuang [20] and
Hale [21], we have

Theorem 2.8. If (H5) holds, then the positive equilibrium
E(x0, y0, z0) of system (24) is asymptotically stable for τ ∈
[0, τ0). Under the condition (H5), if the condition (H6) holds,
then system (24) undergoes a Hopf bifurcation at the positive
equilibrium E(x0, y0, z0) when τ = τ

(j)
0 , j = 0, 1, 2, · · ·.

Case 4. Delayed feedback on the three equations

In this case, we will investigate the system (3) which the
variables x, y and z are influenced by the delayed feedback
k(x(t)−x(t−τ)), k(y(t)−y(t−τ)) and k(z(t)−z(t−τ)),
respectively, then system (3) takes the form





ẋ(t) = rx(1− x)− xy

x + y
+ k(x(t)− x(t− τ)),

ẏ(t) =
10xy

x + y
− y − 11xy

y + z
+ k(y(t)− y(t− τ)),

ż(t) =
2xy

y + z
− z + k(z(t)− z(t− τ)).

(34)
The linearized system of Eq.(34) around E(x0, y0, z0) is
given by 




ẋ = k1x− kx(t− τ) + y,
ẏ = k1x + z − kx(t− τ),
ż = −2x∗x− y − x∗z.

(35)

The characteristic equation of (35) takes the form

λ3 + m2λ
2 + m1λ + m0 + (n2λ

2 + n1λ + n0)e−λτ

+(s1λ + s0)e−2λτ + t0e
−3λτ = 0, (36)

where

m0 = (α1 + k)2(α4 + k) + α2α3(α1 + k)
−α5α6(α1 + k),

m1 = (α1 + k)(α4 + k)− α2α3 + α5α5

+(α1 + k)(α1 + α4 + 2k),
m2 = −(2α1 + α4 + 3k), n2 = 3k2, t0 = k3,

n0 = k(α1 + k)(α1 + α4 + 2k) + k(α1 + k)(α4 + k)
−α2α3k + α5α5k,

n1 = 2k(α1 + k)− 2k(α1 + α4 + 2k).

Multiplying eλτ on both sides of (36), it is obvious to obtain

(λ3 + m2λ
2 + m1λ + m0)eλτ + (n2λ

2 + n1λ + n0)
+(s1λ + s0)e−λτ + t0e

−2λτ = 0. (37)

Now we will analyze the distribution of roots of the tran-
scendental equation (37).

When τ = 0, (37) has the form

λ3+(m2+n2)λ2+(m1+n1+s1)λ+m0+n0+s0+t0 = 0.
(38)
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It is easy to see that all roots of (38) have a negative real
part if the following condition

(H7) m2 + n2 > 0,m0 + n0 + s0 + t0 > 0,

(m2 + n2)(m1 + n1 + s1) > m0 + n0 + s0 + t0

is satisfied. Then the equilibrium point E(x0, y0, z0) is
locally asymptotically stable when the condition (H7) holds.

For ω̂ > 0, iω̂ is a root of (37) if and only if

(−ω̂3i−m2ω̂
2 + m1ω̂i + m0)eω̂τi + t0e

−2ω̂τi

+(−n2ω̂
2 + n1ω̂i + n0) + (s1ω̂i + s0)e−ω̂τi = 0.

Separating the real and imaginary parts gives
{

ρ1 cos ω̂τ + %1 sin ω̂τ + σ1 = −t0 cos 2ω̂τ,
ρ2 cos ω̂τ + %2 sin ω̂τ + σ2 = −t0 sin 2ω̂τ,

(39)

where

ρ1 = m0 −m2ω̂
2 + s0, %1 = s1ω̂ −m1ω̂ + ω̂3,

σ1 = n0 − n2ω̄
2, ρ2 = s1ω̂ + m1ω̄ − ω̄3,

%2 = m0 −m2ω̂
2 − s0, σ2 = n1ω̂.

According to sin ω̂τ = ±√1− cos2 ω̂τ , then (39) takes the
following form:

[ρ1 cos ω̂τ + %1 sin ω̂τ + σ1]
2

+ [ρ2 cos ω̂τ + %2 sin ω̂τ + σ2]
2 = t20. (40)

It is easy to see that (40) is equivalent to

q1 cos4 ω̂τ + q2 cos3 ω̂τ + q3 cos2 ω̂τ + q4 cos ω̂τ + q5 = 0,
(41)

where

q1 = (ρ2
1 + ρ2

2 − %2
1 − %2

2 + 4(ρ1%1 + ρ2%2)2,
q2 = 4(ρ1σ1 + ρ2σ2)(ρ2

1 + ρ2
2 − %2

1 − %2
2)

+4(ρ1%1 + ρ2%2),
q3 = [4(ρ1σ1 + ρ2σ2)2 + 2(σ2

1 + σ2
2 − t20)

×(ρ2
1 + ρ2

2 − %2
1 − %2

2)− 4(ρ1%1 + ρ2%2)2

+(%1σ1 + %2σ2)2]2,
q4 = 4(σ2

1 + σ2
2 − t20)(ρ1σ1 + ρ2σ2)

+8(%1σ1 + %2σ2)(ρ1%1 + ρ2%2),
q5 = (σ2

1 + σ2
2 − t20)

2 − 4(%1σ1 + %2σ2)2.

Let cos ωτ = r and denote

l(r) = r4 +
q2

q1
r3 +

q3

q1
r2 +

q4

q1
r +

q5

q1
.

It is easy to obtain that

l(r)
dr

= 4r3 +
3q2

q1
r2 +

2q3

q1
r +

q4

q1
.

Set
4r3 +

3q2

q1
r2 +

2q3

q1
r +

q4

q1
= 0. (42)

Let y = r + q2
4q1

. Then Eq.(42) becomes

y3 + γ1y + γ2 = 0, (43)

where γ1 = q3
2q1

− 3q2
2

16q2
1
, γ2 = q3

2
32q3

1
− q2q3

8q2
1

+ q4
4q1

.

Define β1 =
(

γ2
2

)2 +
(

γ1
3

)3
, β2 = −1+i

√
3

2 . By (2.40), Then
we obtain

y1 = 3

√
−γ2

2
+

√
β1 + 3

√
−γ2

2
−

√
β1,

y2 = 3

√
−γ2

2
+

√
β1β2 + 3

√
−γ2

2
−

√
β1β2

2 ,

y3 = 3

√
−γ2

2
+

√
β1β2

2 + 3

√
−γ2

2
−

√
β1β2.

By the discussion above, we can obtain the expression of
cos ωτ , say

cos ω̂τ = f1(ω̂), (44)

where f1(ω̂) is a function with respect to ω̂. Substitute (44)
into (40), then we can get the expression of sinωτ , say

sin ω̂τ = f2(ω̂), (45)

where f2(ω̂) is a function with respect to ω̂. Thus we obtain

f1
2(ω̂) + f2

2(ω̂) = 1. (46)

If all the coefficients of the system (3) are given, it is easy
to use computer to calculate the roots of (46) (say ω̂). Then
from (44), we derive

τ (k) =
1
ω̂

[arccos f1(ω̂) + 2kπ] (k = 0, 1, 2, · · ·). (47)

Define τ0 = min{τ (k)}. Let λ(τ) = α̂(τ) + iω̂(τ) be a root
of (37) around τ = τ

(j)
0 , and α̂(τ (j)

0 ) = 0 and ω̂(τ (j)
0 ) = ω̂k.

Differentiating both sides of (37) with respect to τ yields
[
dλ

dτ

]−1

=
Θ1

Θ2
− τ

λ
,

where

Θ1 = (3λ2 + 2m2λ + m1)eλτ

+2n2λ + n1 + s1e
−λτ ,

Θ2 = −λ(λ3 + m2λ
2 + m1λ + m0)eλτ

+λ(s1λ + s0)e−λτ + 2t0e
−2λτλ.

Let λ = iω̂k, τ = τ
(j)
k , then we have

[
dλ

dτ

]−1
∣∣∣∣∣
λ=iω̂k,τ=τ

(j)
k

=
χ1 + iχ2

χ3 + iχ4
− τ

(j)
k

iω̂k
.

where

χ1 = (m1 − 3ω̂2
k + s1) cos ω̂kτ

(j)
k − 2m2ω̂k cos ω̂kτ

(j)
k ,

χ2 = 2m2ω̂
2
k cos ω̂kτ

(j)
k + (m1 − 3ω̂2

k − s1) sin ω̂kτ
(j)
k

+2n2ω̂k,

χ3 = ω̂k[(n1ω̂k − ω̂3
k − s1ω̂k) cos ω̂kτ

(j)
k

+(m0 −m1ω̂
2
k + s0) sin ω̂kτ

(j)
k + 2t0 cos 2ω̂kτ

(j)
k ],

χ2 = ω̂k[(s0 −m0 + m2ω̂
2
k) cos ω̂kτ

(j)
k ,

+(s1ω̂k + n1ω̂k − ω̂3
k) sin ω̂kτ

(j)
k − 2t0 sin 2ω̂kτ

(j)
k ].

Then

Re

{[
dλ

dτ

]−1
∣∣∣∣∣
λ=iωk,τ=τ

(j)
k

}
= Re

{χ1 + iχ2

χ3 + iχ4

}

=
χ1χ3 + χ2χ4

χ2
1 + χ2

2

,
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We assume that the following condition holds.

(H8) χ1χ3 + χ2χ4 6= 0.

Theorem 2.8. If (H7) holds, then the positive equilibrium
E(x0, y0, z0) of system (34) is asymptotically stable for τ ∈
[0, τ0). Under the condition (H7), if the condition (H8) holds,
then system (34) undergoes a Hopf bifurcation at the positive
equilibrium E(x0, y0, z0) when τ = τ

(j)
0 , j = 0, 1, 2, · · ·.

III. COMPUTER SIMULATIONS

In this section, we present some numerical results of systems
corresponding to Case 1, Case 2, Case 3 and Case 4,
respectively, to verify the analytical predictions obtained in
the previous section. First, we consider the following system
which corresponds to Case 1.





ẋ(t) = rx(1− x)− xy

x + y
+ 1.8(x(t)− x(t− τ)),

ẏ(t) =
10xy

x + y
− y − 11xy

y + z
,

ż(t) =
2xy

y + z
− z.

(48)

We can see that (H1)-(H2) are fulfilled. Let j = 0 and by
means of Matlab 7.0 software, we derive ω0 ≈ 0.3042, τ0 ≈
0.28. Thus the positive equilibrium E

(
7
10 , 49

130 , 49
130

)
of sys-

tem (48) is asymptotically stable for τ < τ0 ≈ 0.28 which
is illustrated in Fig.2. When τ = τ0 ≈ 0.28, Eq.(48)
undergoes a Hopf bifurcation at the positive equilibrium
E

(
7
10 , 49

130 , 49
130

)
, i.e., a small amplitude periodic solution

occurs near E
(

7
10 , 49

130 , 49
130

)
. When τ is close to τ0 ≈ 0.28

which can be shown in Fig.3.

Second, we consider the following system which corresponds
to Case 2:





ẋ(t) = rx(1− x)− xy

x + y
,

ẏ(t) =
10xy

x + y
− y − 11xy

y + z
+ 0.2(y(t)− y(t− τ)),

ż(t) =
2xy

y + z
− z.

(49)

We can see that (H3)-(H4) are fulfilled. Let j = 0 and by
means of Matlab 7.0 software, we derive ω0 ≈ 0.5108, τ0 ≈
0.07. Thus the positive equilibrium E

(
7
10 , 49

130 , 49
130

)
of sys-

tem (49) is asymptotically stable for τ < τ0 ≈ 0.07 which
is illustrated in Fig.4. When τ = τ0 ≈ 0.07, Eq.(49)
undergoes a Hopf bifurcation at the positive equilibrium
E

(
7
10 , 49

130 , 49
130

)
. When τ is close to τ0 ≈ 0.07 which can

be shown in Fig.5.

Third, we consider the following system which corresponds
to Case 3:





ẋ(t) = rx(1− x)− xy

x + y
,

ẏ(t) =
10xy

x + y
− y − 11xy

y + z
,

ż(t) =
2xy

y + z
− z + k(z(t)− z(t− τ))

+ 2(z(t)− z(t− τ)).

(50)

0.5
0.6

0.7
0.8

0.9

0

0.2

0.4

0.6

0.8
0.25

0.3

0.35

0.4

0.45

x(t)y(t)

z(
t)

Fig. 2. Chaos vanishes when τ = 0.2 < τ0 ≈ 0.28. The positive
equilibrium E

(
7
10

, 49
130

, 49
130

)
is asymptotically stable. The initial value

is (0.5,0.5,0.5).

0.5
0.6

0.7
0.8

0.9

0

0.2

0.4

0.6

0.8
0.25

0.3

0.35

0.4

x(t)y(t)

z(
t)

Fig. 3. Chaos vanishes when τ = 0.33 > τ0 ≈ 0.28. Hopf bifurcation
occurs from the positive equilibrium E

(
7
10

, 49
130

, 49
130

)
. The initial value

is (0.5,0.5,0.5).

It can be seen that (H5)-(H6) are fulfilled. Let j = 0 and by
means of Matlab 7.0 software, we derive ω0 ≈ 0.3566, τ0 ≈
0.27. Thus the positive equilibrium E

(
7
10 , 49

130 , 49
130

)
of sys-

tem (50) is asymptotically stable for τ < τ0 ≈ 0.27 which
is illustrated in Fig.6. When τ = τ0 ≈ 0.27, Eq.(50)
undergoes a Hopf bifurcation at the positive equilibrium
E

(
7
10 , 49

130 , 49
130

)
. When τ is close to τ0 ≈ 0.27 which can

be shown in Fig.7.

Finally, we consider the following system which corresponds
to Case 4:





ẋ(t) = rx(1− x)− xy

x + y
− 0.2(x(t)− x(t− τ)),

ẏ(t) =
10xy

x + y
− y − 11xy

y + z
− 0.2(y(t)− y(t− τ)),

ż(t) =
2xy

y + z
− z + k(z(t)− z(t− τ))

− 0.2(z(t)− z(t− τ)).

(51)

It is easy to verify that (H7)-(H8) are fulfilled. Let
j = 0 and by means of Matlab 7.0 software, we derive
ω0 ≈ 0.7042, τ0 ≈ 0.3. Thus the positive equilibrium
E

(
7
10 , 49

130 , 49
130

)
of system (50) is asymptotically stable

for τ < τ0 ≈ 0.3 which is illustrated in Fig.8. When
τ = τ0 ≈ 0.3, Eq.(50) undergoes a Hopf bifurcation at
the positive equilibrium E

(
7
10 , 49

130 , 49
130

)
. When τ is close

to τ0 ≈ 0.3 which can be shown in Fig.9.
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Fig. 4. Chaos vanishes when τ = 0.01 < τ20 ≈ 0.07. The positive
equilibrium E

(
7
10

, 49
130

, 49
130

)
is asymptotically stable. The initial value is

(0.5,0.5,0.5).
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Fig. 5. Chaos vanishes when τ = 0.1 > τ0 ≈ 0.07. Hopf bifurcation
occurs from the positive equilibrium E

(
7
10

, 49
130

, 49
130

)
. The initial value

is (0.5,0.5,0.5).
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Fig. 6. Chaos vanishes when τ = 0.15 < τ0 ≈ 0.27. The positive
equilibrium E

(
7
10

, 49
130

, 49
130

)
is asymptotically stable. The initial value is

(0.5,0.5,0.5).

IV. CONCLUSIONS

In this paper, a feedback control method is applied to
suppress chaotic behavior of a 3D ratio-dependent food chain
system within the chaotic attractor. By adding a time-delayed
force to the first equation of the 3D ratio-dependent food
chain system, we have focused on the local stability of the
positive equilibrium E

(
7
10 , 49

130 , 49
130

)
and local Hopf bifurca-

tion of the delayed 3D ratio-dependent food chain system. It
is showed that if the condition (H1) is satisfied, then the 3D
ratio-dependent food chain system is asymptotically stable
for τ ∈ [0, τ0). If (H1) and (H2) hold true, a sequence
of Hopf bifurcations occur around the positive equilibrium
E

(
7
10 , 49

130 , 49
130

)
, that is, a family of periodic orbits bifurcate
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Fig. 7. Chaos vanishes when τ = 0.3 > τ0 ≈ 0.27.Hopf bifurcation
occurs from the positive equilibrium E

(
7
10

, 49
130

, 49
130

)
. The initial value

is (0.5,0.5,0.5).
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Fig. 8. Chaos vanishes when τ = 0.15 < τ0 ≈ 0.3. The positive
equilibrium E

(
7
10

, 49
130

, 49
130

)
is asymptotically stable. The initial value

is (0.5,0.5,0.5).
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Fig. 9. Chaos vanishes when τ = 0.32 > τ0 ≈ 0.3. Hopf bifurcation
occurs from the positive equilibrium E

(
7
10

, 49
130

, 49
130

)
. The initial value

is (0.5,0.5,0.5).

from the positive equilibrium E
(

7
10 , 49

130 , 49
130

)
. By adding a

time-delayed force to the second equation of the 3D ratio-
dependent food chain system, we have analyzed the local
stability of the positive equilibrium E

(
7
10 , 49

130 , 49
130

)
and

local Hopf bifurcation of the delayed 3D ratio-dependent
food chain system. It is showed that if the condition (H3)
is satisfied, then the 3D ratio-dependent food chain system
is asymptotically stable for τ ∈ [0, τ0). If (H3) and (H4)
hold true, a sequence of Hopf bifurcations occur around
the positive equilibrium E

(
7
10 , 49

130 , 49
130

)
. By adding a time-

delayed force to the third equation of 3D ratio-dependent
food chain system, we have discussed the local stability
of the positive equilibrium E

(
7
10 , 49

130 , 49
130

)
and local Hopf
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bifurcation of the delayed 3D ratio-dependent food chain
system. We showed that if the condition (H5) is fulfilled, then
the 3D ratio-dependent food chain system is asymptotically
stable for τ ∈ [0, τ0). If (H5) and (H6) hold true, a sequence
of Hopf bifurcations occur around the positive equilibrium
E

(
7
10 , 49

130 , 49
130

)
. By adding a time-delayed forces to the

three equations of the 3D ratio-dependent food chain sys-
tem, we have discussed the local stability of the positive
equilibrium E

(
7
10 , 49

130 , 49
130

)
and local Hopf bifurcation of

the delayed 3D ratio-dependent food chain system. We
showed that if the condition (H7) is fulfilled, then the 3D
ratio-dependent food chain system is asymptotically stable
for τ ∈ [0, τ0). If (H7) and (H8) hold true, a sequence
of Hopf bifurcations occur around the positive equilibrium
E

(
7
10 , 49

130 , 49
130

)
. All the cases show that chaos vanishes and

can be suppressed. Some computer simulations are carried
out to visualize the theoretical results.

It is well known that the topic of chaos and chaotic control
are growing rapidly in many fields such as biological models
and ecological and chemical models [34-35] The desirability
of chaos dependents on the particular application. Thus it is
important that the chaotic response of system can be con-
trolled [36]. Among the methods of chaos control, delayed
feedback controller (DFC) is an effective method for chaos
control. The basic idea of DFC is to realize a continuous
control for a dynamical system by applying a feedback
signal which is proportional to the difference between the
dynamical variable and its delayed value [37]. The delayed
feedback control method has its merit: it does not require any
computer analysis and can be simply implemented in various
experiments. Still there are a lot of excellent prospects in
bifurcation and control area, In the future, we will further
investigate the bifurcation nature and control by taking the
time delay or other parameter of the system.
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