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Hyers-Ulam Stability of a Class Fractional
Boundary Value Problems with Right and Left
Fractional Derivatives

Xiangkui Zhao, Bo Sun, Weigao Ge

Abstract—In this paper, we consider the Hyers-Ulam stability
and Hyers-Ulam-Rassias stability of a class differential equation
boundary value problems with right and left fractional deriva-
tives. The research results mean that the type of boundary value
problem has at least one exact solution and its approximate
solutions are stable. The research method is a generalized
fixed point theorem. Two examples are given to illustrate our
theoretical results.

Index Terms—Generalized fixed point theorem, Right and
left fractional derivatives, Hyers-Ulam stability, Hyers-Ulam-
Rassias stability.

I. INTRODUCTION

HE Hyers-Ulam stability was initiated for functional

equations by Hyers and Ulam [1-2]. It is a useful tool
to consider the existence of exact solutions and the errors of
approximate solutions. Furthermore, M. Rassias succeeded
in generalizing the Hyers-Ulam stability in 1978, the gener-
alized Hyers-Ulam stability was called Hyers-Ulam-Rassias
stability [3]. Moreover, recently, lots of interesting results
have been published concerning the Hyers-Ulam stability and
Hyers-Ulam-Rassias stability of functional equations [4-9].

The study on Hyers-Ulam stability of differential equations
was announced by Obloza in 1993 [10-11]. Since then, many
scholars focused on the Hyers-Ulam stability and Hyers-
Ulam-Rassias stability of differential equations, see [12-23]
and the references therein.

It should be pointed out that, the Hyers-Ulam stability is
different from Lyapunov stability of differential equations.
The Hyers-Ulam stability means that a differential equation
has a close exact solution generated by the approximate
solution and the error of the approximate solution can be
estimated. However, the Lyapunov stability means that if a
solution which starts out near an equilibrium point, it will
stay near the equilibrium point forever. The Hyers-Ulam
stability can be widely used to the fields where it is difficult
to find the exact solutions, for example, numerical analysis,
optimization, biology and economics and so on [24].

To the best knowledge of the authors, there is no work
in the literature which discusses the Hyers-Ulam stability
of differential equations with both right and left fractional
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derivatives, while it is very difficult to solve the type of
equation. Fractional differential equations with right and left
fractional derivatives arose naturally as the Euler-Lagrange
equation in fractional derivative variational principles, and
are also applicable to many fields, such as the optimal control
theory for functionals involving fractional derivatives [25-
26] and the references therein. Furthermore, there are many
papers concerning the type of equation, see [27-31] and the
references therein. Hence it is interesting and important to
discuss the Hyers-Ulam stability and Hyers-Ulam-Rassias
stability of the following problem

{ —y" +q(x)y + uDgy DIy = F(y), = € (0,1),

y(0) = y(1) = 0, M

where D and Dg, are respectively the left and right
Riemann-Liouville fractional derivatives of order o, 0 < o <
%, W 1s a real constant.

Assume that for any function y : [0,1] — R with y(0) =
y(1) = 0 satisfying the differential inequality

| —y" +q(x)y + uDg, DYy — F(y)| < e

for all z € (0,1) and some ¢ > 0, there exists a solution yg
of (1) such that |y(z) — yo(z)] < K(e) for any = € (0,1),
where K () is an expression of ¢ only. Then we say that the
problem (1) is Hyers-Ulam stable on [0, 1].

Assume that for any function y : [0, 1] — R with y(0) =

y(1) = 0 satisfying the differential inequality

| =y +q(@)y + pDG DYy — F(y)| < o()
for all x € (0,1), there exists a solution yg of (1) such
that |y(z) — yo(z)| < &(z) for any z € (0,1), where
©,¢ : [0,1] — R are functions not depending on y and
yo explicitly. Then we say that the problem (1) is Hyers-
Ulam-Rassias stable on [0, 1].

The paper is organized as following. A review of some
background material is presented in Section 2. The Hyers-
Ulam-Rassias stability of (1) is considered in Section 3. The
Hyers-Ulam stability of (1) is considered in Section 4. We

end the paper with two examples of application in Section
5.

II. PRELIMINARY

We list here the definitions and lemmas to state the main
results of this paper.

Definition 1. The left Riemann-Liouville fractional deriva-
tive of order a > 0 for a function y : (0,1) — R is defined
as

1 am

Dgyy(t) = mw/{) (t =)™ ty(s)ds,
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where m — 1 < a < m.

Definition 2. The right Riemann-Liouville fractional deriva-
tive of order & > 0 for a function y : (0,1) — R is defined
as

R

/tl(t —5)" Ty (s)ds,

where m — 1 < a < m.

Definition 3. [20] For a nonempty set X, a function d :
X x X — [0,+00] is called a generalized metric on X if
and only if d satisfies

(M1) d(z,y) = 0 if and only if x = y;

M2) d(z,y) = d(y,x) for all z,y € X;

M3) d(z,z) < d(z,y) + d(y, z) for all z,y,z € X.

The only difference between the generalized metric and
the usual metric is that the range of the former is permitted
to include the infinity.

Theorem 1. [32] Let (X,d) be a generalized complete
metric space. Assume that A : X — Xis a strictly contrac-
tive operator with the Lipschitz constant L < 1. If there exists
a nonnegative integer k such that d(A*+1f, A¥ f) < +oo for
some f € X, then the following is true:

(S1) The sequence {A"f} converges to a fixed point f* of
A’.
(S2) f* is the unique fixed point of A in X* = {y €
X|d(A¥ £, ) < +o0};

(S3) If y € X*, then d(y, f*) < ﬁd(Ay,y).

Theorem 2. Assume that q € C([0,1],(0,00)), then
(i) the boundary value problem

{ —y" +q(z)y =0,z € (0,1),
y(0) =0, y'(0) =1

has a unique solution, furthermore, the unique solution is
strictly increasing on (0, 1);

(i) the boundary value problem

{ 7yll + Q(x)y = 0,1’ € (07 1)7
y(0) =1, y(1) =0

has a unique solution, furthermore, the unique solution is
strictly decreasing on (0, 1).

2)

3)

Proof: From Lemma 2.1 and Lemma 2.2 of reference
[33], we see that the boundary value problem (3) has a
unique solution, furthermore, the unique solution is strictly
decreasing on (0, 1), and the boundary value problem

{ _y” + Q(‘T)y = 0737 € (07 1)7

y(0) =0, y(1) =1

has a unique solution, furthermore, the unique solution is

strictly increasing on (0,1). Let ¢; be the unique solution

of (4), then u = ﬁ((})ﬁbl is the unique solution of boundary
1

“)

value problem (2) with u strictly increasing on (0, 1). ]
Let L

Q1= Orélgglq(x), Q2 :/o q(z)dx,
lel—a 1.1—20(

Ni(z) = + ,

=g T -0 —2a)

11—« 1 + 1—2«

No(z) = Q1z n ( Q2)x

(1-a)(1-@Q2) (1-20)(1-0Q2)

oter) = g
e t) =
M) = (a1 —a

No(t) = @t

(1—a)?(1-Q2)
M(z,t) = Ni(x) + Na(x) + Ns(z,t) + Na(z, 1)

+Ns(t) + Ne (1),

N(t) = M(x,t).
(t) Jmax (z,t)
Theorem 3. Assume that ¢ € C([0,1],(0,00)) and
fol q(z)dx < 1, u is the unique solution of (2), v is the
unique solution of (3), then for x € [0,1], the following is
true:

(i) 0 =u(0) <u(r) <u(l) < =5,
1=v(0) <u(z) <u'(1) < 1—1Q2 ;

(i) 0=v(1) <wv(z) <v(0)=1,
— (14+@Q2) <v'(0) <v'(z) <o'(1) <0

v
Proof: By Theorem 2, we know
)

Together with

u'(z) = g(z)u(z) = 0,
v"(x) = g(x)v(z) = 0,
we have v/ (0) < u/(z) < u/(1), v'(0) < v'(x) < v'(1). By

computing, we have

Hence

u(t) < u(1) [ qla)da+1.

IS
~
—~
—

)< u(t) [ als)ds+1,
§ 1 !
N 1—f01q(ac)dac C1-Qy

o awyde 1
1-Qy

u(1)

u'(1) <
W= 1 —fol q(x)dx

Similarly, we have

V@)= [ T g(s)u(s)ds — 1 - / K / s o(s)ds)r,

v(z) = /Ow(/ot q(s)v(s)ds)dt—z—x /01(/0tq(s)v(s)ds)dt+1.

V(0) = —1— / K / " g(s)o(s)ds)de
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> 1 /O g(@)(@)de = —(1+ Qy),

Theorem 4. Assume that ¢ € C([0,1],(0,00)), h €
L'(0,1), then the boundary value problem

{ —y" +q(x)y + pD§ DY _y = h(x),z €
y(0)=y(1) =0

can be rewritten as the integral equation
1 1
y(x) = / k(x, t)y(t)dt +/ G(z,t)h(t)dt,
0 0

where w is the unique solution of (2), v is the unique
solution of (3), 'y =

0.1, s

_ 1
T(1l—a)’

klw,t) = [k (o, 1) — koo, 8) + fy e @
u a:)v (s) u(w)v
+ f:c tose ds — 1f0 ((1 s)"‘(t s)o‘
+u(a)(t —s) [, (” <m)> dm)ds),
£ (@) [T e dm— S
fo : (t—s) ds,
0<t<z <1,
kl(x7t) = N ’U(:L’) fl (u (rr;zyd 71;(/(:1‘;)1/)(;)
Jo (O Ca—
0<z<t<1,
w(x z o (mL dm_u(})u ((‘;)
fot (@) [T o (;) - CEDLEY Y
0<t<z <,
ko(z,t) = v (@) [7 2, g v @)
fo - (t—s)= ds,
0<z<t<L,
_J u)v(z), 0<t<z<I,
G(x,t) = { u(z)(t), 0<z<t<l

Proof: By Theorem 2, we know the boundary value
problem (3) has a unique solution. Hence the homogeneous
boundary value problem

—y" +q(z)y =0,z € (0,1),
{ y(1) =0, y(1) =0 ©

has only the trivial solution y(x) = 0. Hence 0 is not an

eigenvalue of

—y" +q(z)y = My, z € (0,1),
{ y(ﬁ) :%7 yzfl) i (7

It follows from
U(O) = O,U/(O) = 17”(0) = ].,’U(].) =0, (8)

that

Together with
(W' (z)v(x) = u(z)'(z))’
=" (z)v(z) — u(x)v” (z)
= g(@)u(z)o(z) — g@)u(z)o(z)
=0
for z € [0, 1], we get
' (z)v(z) —u(x)'(z) = -1, z €0,1]. 9)

By (6), (7) and Lemma 3.6 in reference [28], we get that y
is the solution of (5) if and only if

/Gxt

Similar to Lemma 3.6 in reference [28], we obtain that

— uDg DT_y(t))dt.

i [ G 0§D )0t = [ k)

Therefore y is the solution of (5) if and only if

1 1
y:/o k(w,t)y(t)dH/O Gz, t)h(t)dt.

Remark 1. For z,t € [0, 1], we have

tv(z), 0<t<z<1

0<Glz,1) = uEx)U(t), 0<z<t<l1

QA =
e
=
. ~—
[~
=~
:-/
(@)
AN
~
AN
8
AN
—

Theorem 5. Assume that ¢ € C([0,1],(0,00)) and
fo x)dx < 1, then

[k(z,t)] < [uITEM (2,t) < [uTEN ()
for z,t €10,1].

Proof: For (z,s) € (0,1), we have

min{z,t} z 1 ~dm + 1 _
ey (,1)] < / )y e =25
0

d
(t—s)° ’
< Nl(x)v
1 min{z,t} Ql fs e 9)‘)‘ dm + (1+Q)2
ko(z,t)| < ds
fatant) < 1= | o
< NQ(x)a

x

" (s)v(x) 1 1
< =
S et g ), met

1+Q, (11
< ds = N, t
= 1= QQ[E tago S 4(.’13, )7

" u()' (1) 1 ' 1
/0 =5t S 1—Q2/o T—splt—s "

- N5(t)a
t . 1 v//(m) Qltlfa
/0 (u(z)(t—s) /s m—s) dm)ds < =) (1= Q)
= Ng(t).

Hence

|k(2, )] < [uTEM (2,t) < [uTEN(2).
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III. HYERS-ULAM-RASSIAS STABILITY

In this section, we consider the Hyers-Ulam-Rassias sta-
bility of the problem (1).

Theorem 6. For positive constants K1, Ko, L with
KL+ |pTaK, <1,

assume that ¢ € C([0,1],(0,00)) and fo x)de < 1.
Suppose that F' : R — R is a continuous functlon which
satisfies the standard Lipschits condition

|[F(y1) — F(y2)| < Lly1 — 2|

for all y1,y2 € R. If a second continuously differential
function y : I — R satisfies

| =" +q(x)y + uDg, DYy — F(y)| < ¢(x),
€

y(0) = y(1) =0,
where ¢ : (0,1) —

(10)

(0 00) is a continuous function with

t)dt < Kyp(x), (12)

t)dt < Kyp(x) (13)

Sor all x € (0, 1). Then there exists a unique continuous
Sfunction yo : (0,1) = R such that

! 1
yo:/0 k(x,t)yo(t)dtJr/O Gz, t)F(yo(t))dt  (14)

and

Kip(x)
— <

5)

Sfor all xz € [0,1].

Proof: Let us define a set X of all continuous functions
f:(0,1) = R by

X ={f:(0,1) = R|f is continuous}

with a generalized complete metric (Similar to the Theorem
3.1 of [20])

d(f,g)=inf{C €0 +oo’max{|f (:1:)|}

< Cy(x) for all z € (0,1)}. (16)

By Theorem 3.1 of reference [20], we get that C'(X,d) is
complete. Now define an operator A on X by

1 1
(Af)(z) = / ko, t) f(0)d + / G, )F(f(8)dt. (17)

We can obtain that A f € X by the Fundamental Theorem of
Calculus, since F, f are continuous functions. Furthermore,
we can get the fixed point of operator A is the solution of
equation (1) by Theorem 4. Now we prove that A is a strictly
contractive operator on X. For any f,g € X, let Cyy €
[0, oo] be an arbitrary constant with d(f, g) < Cjy, it follows
from (16) that

[f(x) = g(2)] < Crgp(x)

for any = € (0,1). Therefore, by (10), (12), (15), (16), we
obtain that
[(Af)(x) = (Ag)(x

)< Jy [k(a, t)(f(E) — g(t))|dt

+ [y G(x, ) \F f(t) — F(g(t))|dt
< [ulT3 Cfgfo z,t)p(t)dt

+ LCf g fo )e(t )dt
< Cf7g|M|F2 K2<P( ) + LCy g Kyp(z)
< O q9(2)

for all z € (0,1). We can conclude that d(Af, Ag) < d(f,g)
for any f,g € X.
Furthermore, it follows from (11) that

—p(z) < —y" +q(z)y + pD§ DYy — F(y) < ¢(x)

for all z € (0,1). Then by G(x,t) > 0, for z,t € [0, 1], we
have

— /01 Gz, t)p(t)dt

1
S/ G(x,t)(=y" + q(x)y + pDg, DY _y — F(y))dt
0

< /0 G(z,t)p(t)dt

By Theorem 4, we see

1 1
[ G0 Dyt = [ K@y

Hence

/1 Gz, t)p(t)dt
0
1 1
<y- / K (. t)y(t)di — / G, t)F (y(t))dt

1
< / Gz, H)p(t)dt,

that is

/Gxt

/ G(z,t)e
Hence

1
|(Ay) (@) — y(a)] < / G, p(t)dt < Kyp(z)

for all z € (0,1). Hence d(Ay),y) < K; < oco. By using
Theorem 1, we obtain that there exists a unique function
Yo : (0,1) — R such that A"y — yo and Ayy = yo. That is,
yo satisfies (14) for all z € (0,1). Next we define that

X* = {f € X| d(y, ) < oo}.

Therefore, by (S2) of Lemma 1, y, is the unique continuous
function satisfying equation (14) in X*. Now we prove that
1o is the unique fixed point of A in X. If y; € X is another
fixed point in X, we see

[yo(2) = y1(2)] = [(Ayo)(x) — (Ay1) ()| < Cyp . (),

by A is a strictly contractive operator on X. Which leads
to a contradiction. Therefore ¥ is the unique fixed point of
A in X. This means that yq is the unique solution of (1).
Finally we can get that

d(Ay,y)
— T2 Ky —

(t)dt < y(x)

Ky
1- KL -

d <

(Advance online publication: 26 November 2016)
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that is
Kip(z)
- <
for all « € [0, 1], by (S3) of Lemma 1. Hence inequality (15)
holds true for all z € [0, 1]. [

IV. HYERS-ULAM STABILITY

In this section, we consider the Hyers-Ulam stability of
the problem (1).

Theorem 7. For positive constant L with

1 1
\MFi/ N(t)dt+L/ G(t,t)dt < 1,
0 0

assume that ¢ € C([0,1],(0,00)) and fo x)dr < 1.
Suppose that F : R — R is a continuous functton which
satisfies the standard Lipschits condition

|F(y1) — F(y2)| < Lly1 — 2|

for all y1,y2 € R. If a second continuously differential
function y : I — R satisfies

{ | —y" +q(z)y + pD§, DS_y —
y(0) = y(1) =0,
(19)

where € > 0. Then there exists a unique continuous function
Yo : (0,1) — R such that

(18)

Fly)l <e2€(0,1),

yo=/0 k(a:,t)yo(t)dt+/o Gz, ) F(yo(t))dt  (20)
and

Lo
Efo

y(a) ey

—yo(z)| <

ﬁ—Lk t)dt
(2D
for all x € 10,1].

Proof: Let us define a set X of all continuous functions
f:(0,1) - R by
X ={f:(0,1) = R|f is continuous}

with a generalized complete metric (Similar to the Theorem
4.1 of reference [20])

d(f,9) = inf{C € [0,+oc]| max {|f(z) — g(x)|}
<Cforalze(0,1)}. (22)

By Theorem 4.1 of reference [20], we get that C'(X,d) is
complete. Consider operator A on X

(M) (@) = / Kz, 0) f(t)dt + / G, t)F(f(1))d.

Analogously to the proof of Theorem 6, we can obtain that
Af € X and the fixed point of operator A is the solution of
problem (1).

Now we prove that A is a strictly contractive operator
on X. For any f,g € X, let Cy, € [0,00] be an arbitrary
constant with d(f, g) < Cyg, it follows from (22) that

1f(t) —g(@)] < Cpq

for any ¢t € (0,1). Therefore, by (18), (20), (22), we obtain
that

(Af) () = (Ag)(@)| < fy |k(a, t ( (t) g(t))|dt
+J, @ \ (f(t)) = F(g(t))|dt
< Cf, 9|M|P2 fo t)dt
+ LOf g fo ’t)
< Cf,g

for all z € (0,1). We can conclude that d(Af, Ag) < d(f,g)
for any f,g € X.

Similar to the proof of Theorem 6, we can show that for
any function y which satisfies (19), we have

—e < —y" +q(@)y + pDG, DYy — Fy) < e
for all € (0,1). Then

1
e / Gla, t)dt
0

1
< / Gla,t)(—y" + q(a)y + uDg, D}y — F(y)dt
0

1
Se/ G(z,t)dt.
0

Hence

—5/ G(z,t)dt < y(z) — (Ay)(z) < 5/ G(z,t)dt
0 0

That is

1 1

[(Ay)(z) —y(z)| < 5/ G(z,t)dt < 6/ G(t,t)dt
0 0

for all € (0,1). Hence d(Ay),y) < m < oo. Similar to
the proof of Theorem 6, we see that there exists a unique
continuous function yg : (0,1) — R which satisfies (20) for
all z € (0,1). Finally we can get that

ly(z) = yo()| < d(y,yo)
< d(Ay,y)
= 1—|u|T2 [} N(t)dt—L [} G(t,t)dt
< st G(t,t)dt
= 1—|ulT2 [} N(t)dt—L [; G(t,t)dt’
Hence inequality (21) holds true for all x € [0, 1]. [ ]

V. ILLUSTRATIVE EXAMPLES
Example 1. We choose o = 0.25, ¢(z) = 0.25, u = 0.05,

L =02, p(x) =e(z"5 + 1) with € > 0. Then
{ —y" 4 0.25y + 0.05D0:2° D?-2°y = 0.2sin(y), = € (0,1),
y(0) =y(1) =0
(23)

has the identical form with (1). It is quite difficult to find the
exact solution of (23). By computing, we get that

u = 60.51' _ 6—0.59:’
—0.5 0.5
- € o052 _ € —0.52
e—05 _ 0.5 e—05 _ 0.5

are the solutions of the boundary value problems

-y’ +0.25y =0,z € (0,1),

24

{ y(0) =0, ¥'(0) =1 o
and "4 0.25y = 0,2 € (0,1)
-y + 0. Yy = ’1'6 ) B}

25

{ y(0) =1, y(1) =0 (&)

respectively. Hence
G(z,t)

(Advance online publication: 26 November 2016)
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(eo.st _ 6—0.5t)(e—0.560.5x _ eo.se—o.5x)
)
1 0<t<x <1,
= 05203 (60.51 _ 670.51)(670.560.& - eo.sefo,m)
)
0<e<t<I1.
Moreover We obtain that
fO 0 0 )Ud’t —0.5
e—o ofeo.:? : foz(eO.St — 6_0'5t)6(t0'5 + 1)dt
0.5z —0.5z = [
+ eeio < :(6*0“’@0'5’5 . eo“’e*O'St)e(t“ +1)dt
< 2e(€%% — e705)x 4 2¢(e05 — e709)
< 2(60 5 6—0.5)90(3:)
< Kiep(x)
and

1
Jo M(z,t)p(t)dt 1 1
pl—o 1 l—x ¢
< e(Nu(@) + Nao(@) + r=ajzrr=on + R(=en =
o}

+ + )
(1— 243 (1 Q2) (1-—)? 1 QZ)
2Q1+Q2+3 Q1

< e(Eaitan e’ + mrati—on T Tati=ay):
< Kop(z)

where

Ky =2(e" —¢

2Q1+Q2+3
1-2a)(1—-Q2)’

—0.5)

)

Q2+2 Q1
(1—2@)22(1—Q2) + (1-a)3(1-Q2) }

K5 = max { 4
Hence

K L+uT2 Ky < 2.1x0.240.05x0.6659% 15 < 0.9194 < 1.

According to Theorem 6, if there exists a function y
(0,1) — R which satisfies

| —y” 4+ 0.25y + 0.05.D0:2° DY-25y — 0.2 sin(y)|

<e(z O5+1),x€(071), (26)
y(0) =y(1) =0,
then (23) has a unique exact solution yo : (0,1) — R. And
we know
Kip(r)
_ <26
() — (o) < T e e < 206(0)

for all z € [0,1]. This can be used in numerical analysis of
(23).

Example 2. We choose o = 0.25, g(z) = 0.25, u = 0.04,
L = 0.2 and a positive constant . Then

{ —y" +0.25y + 0.04D)-2° D%y = 0.2y, x € (0,1),
y(0) =y(1) =0

(27)
has the identical form with (1). Similar to Example 1, we
have

G(z,t)
(eO.St _ e 0 5t)(670 5 0.5z 60.5670.5:p)’
1 0<t<z <1,
= e-05_¢05 (8045.19 _ e 0 5@)(6—0 5,0.5¢ 60'56_0'5t),
0<z<t< 1.

Moreover, by computing, we obtain
1
/ N(t)dt < 18.1,
0

e ttdt

< W fO
< 0.1640.

Hence

e0-5t _ ¢=0.5)(o=0.50.5t _

e0.5670.515)dt

1 1
0.041“3.25/ N(t)dt+L/ G(t,t)dt < 0.8101 < 1.
0 0

According to Theorem 7, if there exists a function y
(0,1) — R which satisfies

| — 4" +0.25y + 0.05D9:25 D925y — 0.2y

<eze(0,1), (28)
y(0) =y(1) =0,
then (23) has a unique exact solution yo : (0,1) — R. And
we know

ly(z) — yo(x)| < 0.8636e
for all z € [0, 1].

VI. CONCLUSION

In this paper, we study the stability of the approximate
solutions of a class of differential boundary value problems
with both right and left fractional derivatives which are
widely used in many fields such as fractional derivative
variational principles and optimal control theory for func-
tionals involving fractional derivatives. The research results
guarantee that the boundary value problem (1) has a close
exact solution if there exists a function y satisfying (11)
or (19). It also helps to estimate the errors of numerical
solutions. The work is interesting, since it is very difficult
to obtain the exact solutions of the type of boundary value
problems. We give two examples to illustrate our theoretical
results.
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