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Stochastic Generalized Complementarity Problems
in Second-Order Cone: Box-Constrained
Minimization Reformulation and Solving Methods

Mei-Ju Luo and Yan Zhang

Abstract—In this paper, we reformulate the stochastic gener-
alized second-order cone complementarity problems as box-
constrained optimization problems. If satisfy the condition
that the reformulation’s objective value is zero, the solutions
of box-constrained optimization problems are also solutions
of stochastic generalized second-order cone complementarity
problems. Since the box-constrained minimization problems
contain an expectation function, we then employ sample average
approximation method to give approximation problems of the
box-constrained minimization reformulation. Meanwhile the
convergence results of global solutions and stationary points
for the corresponding approximation problems are considered.

Index Terms—box-constrained minimization problems, sam-
ple average approximation, convergence.

I. INTRODUCTION

ENERALIZED second-order cone complementarity
problems, denoted by GSOCCP(F,G,K) are to find
a vector z € R" satisfying

F(z) e K*, G(z)e K, F(z)'G(z)=0,
where F(z),G(z) : R® — R™ are continuously differen-
tiable respect to x € R". K is the convex cone

K ={x € R"|2% > Zazxz z1 > 0}

3750

j=2

and its polar cone K* denoted by
K*={zeR"'WyeK,(x,y) >0}

Here, aj,j = 2,...,n is the given parameter. The general-
ized second-order cone complementarity problems play a ba-
sic role and occupy an important position in the minimization
theory, which have vital applications in many fields. In [2]
the authors analyze the case where K is a polyhedral cone.
In [3], [4], based on the well know Fischer-Burmeister NCP-
function, smooth merit function is presented for the second-
order cone product of Lorentz cones. In [9], the authors study
the special case of GSOCCP(F,G,K), where G(z) = =z
and K is Cartesian product of Lorentz cones. Moreover,
in [1] R. Andreani etc. consider a special cone, which is
denoted as K = {x € R"|z? > ||(z2,...,2,)T||*}. Since

the origin is not a regular point, the authors make up for
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this lack by combining two functions which are mentioned
in [2]. Then the authors construct two reformulations of
GSOCCP(F,G,K) which are nonlinear minimization prob-
lems with box constraints. More basic theories, effective
algorithms and important applications of GSOCCP(F,G,K)
can be found in [7], [13].

However, in practice, stochastic elements are usually in-
volved in several problems. Paying no attention to these
stochastic elements will make mistake decision. Therefore,
it is meaningful and interesting to study the stochastic
generalized second-order cone complementarity problems.

Stochastic generalized second-order cone complementarity
problems, denoted by SGSOCCP(F',G, K) are to find a vector
z € R™ such that

E[F(z,w)] € K*,E[G(z,w)] € K,
BIF (2,)"B[G(z,w)] = 0,

where E denotes mathematical expectation, w € Q C R™
denotes stochastic variable, F(z,w), G(z,w) : R"xQ — R"
are continuously differentiable respect to x € R", the convex
cones K and K* are defined as above.

Without loss of generality, set A = diag(1, —a3, —a3, ...,
—a2,0,...,0), where a; # 0,for 2 < i < p,
A = diag(l, ;—gl, ..,0) and M =
diag(my, ma, ...,my,), where m; = 0, for 1 < i < p,
and m; = 1 for ¢ > p, then the convex cone K can be
expressed by matrix form, that is

=1
)y @2 Oa

1
K={z¢ R”|§ITA1' >0, z; >0}
and its corresponding polar cone K™ is
1 _
K ={x¢€ R”|§xTAx > 0,21 > 0, Mz = 0}.

In this paper, we suppose a; = 1, for ¢+ = 2,...,p. Then,
we can rewrite SGSOCCP(F,G,K) as follows: Find x € R™
such that

E[F(z,w)e K", E[G(z,w)]|€ K,
E[F(z,w)]" E[G(z,w)] =0, (1)
where
K = {z € R"2? > ||(za,...,2,)"||?, =1 >0}
and its polar cone

K* ={z € R"|2% > ||(z2,..

.,acp)T||2,x1 >0, Mz = 0}.

Since p may be strictly less than n, the cone considered in
this paper is more general. This implies, in particular, that
K* may be different from K.
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In fact, problem (1) is also a stochastic complementarity
problem. About the classical stochastic complementarity
problems(denoted by SCP), there are many good results have
been published. For example, the expected value (EV) model
suggested by Giirkan et al. [8]. The Expected residual min-
imization (ERM) model presented by Chen and Fukushima
[5]. The Condition value-at-risk (CVaR) model presented
by Chen and Lin [6]. The CVaR-constrained stochastic
programming model presented by Xu and Yu [18]. More
recently research of SCP can be seen in [11], [10], [19].

Based on [1], in this paper, we investigate
SGSOCCP(F,G,K), where a special cone denoted as
K = {x € R'2? > |(x2,...,25)T||?} is considered.
The main difference between two papers is that
SGSOCCP(F,G,K) contain expectation which is usually
difficult to evaluate. Therefore, we employ sample average
approximation (SAA) method to solve the corresponding
box-constrained minimization reformulation. However,
whether the solutions of SAA approximation problems
are regarded as the solutions of SGSOCCP(F,G,K) is
reasonable? To answer this question, we consider the
convergence results of global solutions and stationary points
for the corresponding approximation problems in theory.

The remainder of the paper is organized as follows: In Sec-
tion 2, we introduce the box-constrained reformulation and
the corresponding approximation problems of SGSOCCP(F/,
G, K). In Section 3, the convergence results of global solu-
tions and stationary points for the approximation problems
are considered. In Section 4, we give the conclusions.

II. BOX-CONSTRAINED REFORMULATION OF
SGSOCCP(F,G,K)

In this section, we will study the equivalence problems
of SGSOCCP(F,G,K) and the approximation problems of
box-constrained minimization problems.

Inspired by [1], in order to reformulate
SGSOCCP(F,G,K) via nonlinear programming, we
employ the KKT conditions of minimization problems
which are related to SGSOCCP(F,G,K) to construct two
merit functions denoted by

f(z,t) = |E[F(z,w)] — L AB[G(z,w)] — tae: ||
+H(BIG(, w)]T AB[G(z,0)] ~ 1)’
HE[G1 (2, w)] = ta)? + (t1t3)” + (2t4)?,

g(x,5,¢) = |B[G(2,w)]—s1 AE[F(z,w)] —s2eq — M(||?

H(GEIF ()] ABLF (5, 0)] - 55)° + (s155)°

HEF (2, w)]-54)" +MEF (2, 0)]|* +(s254)*,
where z,( € R", setting t = (t1,t2,t3,t4)7 € R, s =
(s1,82,83,84)7 € R, and e; = (1,0,...,0)T € R™.

Then, SGSOCCP(F,G,K) is equivalent to the following
box-constrained minimization problem:

ming ¢ s ¢n0(z,t, s, ¢ r)=rf(z,t)+(1-r)g(x,s,()
s.t. 0<r<i,
t>0,
s> 0. )

If (x,t,s,(,r) is a solution of (2) with objective value zero,
then z is a solution to (1). The detail proof see [1]. Noting

that, (2) is a box-constrained minimization problem which is
easily to solve and to deal.

Since the objective function of problem (2) contains an
expectation which is generally difficult to evaluate, we use
the sample average approximation (SAA) method to solve
(2). The detail can be seen in [15]. We suppose that 1) :
Q — R is integrable and Q = {w?, wVk} represents
sample space of random w, we then use N Zweszk P(w?)
to approximate E[¢)(w)]. If { Ny } is not a decreasmg function
respect to k, the strong law of large numbers guarantees that
the following result holds with probability one (abbreviated
by w.p.1). That is

For simplicity, we assume

ll((ﬂ, tl, tz) = E[F(LC, OJ)} - tlAE[G((E,OJ)] - t2€1,
lo(xz,t3) = ~E[G(z,w)]T AE[G(z,w)] — ts,
lg(l‘ t4 [Gl (3? w)] t4
[( w)] =51 AE[F(z,w)] - s2e1 — M,

SE[F (2, )" AE[F(z,w)] —
E[F1 x,w)] — sq,
= ME[F(z,w)].

l5($ S3 53,

)=
)=
ly(z, 51,82,0) =
)=
)=

lﬁ T, S4
lz(x)

Corresponding, we let

l (2,1, t0) = ZF z,w tlA ZG z,w!)) —taeq,
wJ €y, wJ €
1 . 1
@@@pgﬁipwwquip@w»@
kican bicau
1
l3($,t4> (7 Z G1($7w])) —t4,
wi €Qy,
1 1
li(z,s1,82,0) = (EZG(:E,LU ) *51A(EZF($,WJ))
wI EQ wi €y
—sge1 — M,
1, 1
l5(x, s3) = (WZF(%WJ))TA(FZF(LWJ))*53,
wI €y wi €Qy,
1
lg(x,s4) (—Z Fl(x,wj)) — 84,
wI EQyp
1
l'%(x):M(mZ F(z,0))
wI EQ

Thus, we have

PR, t) = 115 (2, b1, t2) |2+ (15 (2, t3))?
Ht1ts)?+ (tats)?,

5,C) = 5 (2, 51,52, Q)1+ (5 (2, 53)) 4+ (16 (2754))
HIIE (@) ]|+ (s183)% + (s254)%.

Then, by SAA method one may construct, for each k, an
approximation of problem (2) can be constructed as follows:

+ (5 (2, 14))°

9" (x,

min(zytysycm)&k(at, s, ¢, )—rf (z,t)+(1 —71)g (ams,()
st. 0<r<l,
t>0,
s> 0. 3)
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In this paper, we assume that, for each x € R", F(z,w)
and G(z,w) are integrable over w € €2, and for any w € €,
F(z,w) and G(x,w) are continuously differentiable respect
to x. Furthermore, we suppose that ) is a nonempty set and
for all x € R"

max{[|V, F(z, w)[|% | VoG (z,w)|?,
1 (z,w)|% 1G(z, w)]*} < o(w), 4)

and
Elo(w)] < 400, (5)

from (4),(5) and Cauchy-Schwarz inequality, for x € R", we
have

max{||[Vo F( 2, w)|, [V Gz, W),
1E (2, )|, |Gz, )|} < Vo(w), ©)

and

E[\/o(w)] < +oc. 7

In addition, for an n x n matrix A, ||A|| denotes spectrum
norm and ||A||x denotes Frobenius norm, that is

n n
1
A7 == O] a2,
i=1 j=1
where a;; be the factor of matrix A. By the definition, we
have ||A]| < ||A]| . For a function n(z): R™ — R, V.n(z)
denotes gradient of n(x) respect to x.

III. CONVERGENCE ANALYSIS

Before considering the convergence results of (3), we give
the following Definitions and Lemmas, which have been
given in [12] firstly.

Definition 1: Let h(xz) : R™ — R", for each N, hy(z) :
R™ — R™ is a mapping. If for any ¢ > 0, there exists N (¢),
when N > N(e), we have

[hn () = h(z)]| <€,
Then we call {hy(z)} is uniformly convergent to h(z) on
R™.
Definition 2: Let h(x) : R™ — R", for each N, hy(z) :
R™ — R™ is a mapping. If for any sequence {z"V} — =,
when N — oo, we have

Vr € R".

lim hy(z™) = h(z), VreR"

N—oc0

Then we call {hy(z")} is continuously convergent to h(x)
on R".

Lemma 1: Let h : R® — R", foreach N, hy : R — R"
be a mapping, then hp is continuously convergent to h on
compact set D if and only if Ay is uniformly convergent to
h on compact set D.

Theorem 1: Suppose that for each k, {(z* % s* ¢k rk)}
is a global optimal solution of problem (3) and
(z*,t*,s*,(*,r*) is an accumulation point of
{(zF,tk, s* ¢F rF)}. Then, we have (x*,t* s* C* r*)
is a global optimal solution of problem (2).

Proof: Without loss of generality, we may as-
sume limy,_,o (2%, 1%, %, ¢k, rk) = (2%, t*,s*, ¢, r"). Let

B C S be a compact convex set containing the se-
quence {(z*,t*, 5% ¢* rk)}, where S := {(z,t,5,(,7)|x €
R" t>0,s >0, € R",0 <r < 1} denotes the feasible
region of (2). Let

#(a) = B[F(,w), o' (r) = = 3 Fla,w?),

wi €Qy,

pla) = BIG(, )], *@) = 1 Y Gl
wI €Qy

From (6), (7) and Propositon 7 in Chapter 6 of [16],
#(x), (z) are continuous respect to = and ¢¥(z), ¢*(x)
are uniformly convergent to ¢(z), ¢(x) on B, respectively.
Moreover, from Lemma 1, we have ¢F(z*), ©F(z*) are
continuously convergent to ¢(z*), ¢(x*) on B, respec-
tively. Taking a limit for If(2*,t¥,5), ..., (5(a%), we
obtain I¥(xF t¥ ¢K), ..., I5(2¥) are continuously conver-
gent to Iy (x*,t5,t5), ..., Iz(z*) on B, respectively. From
the definitions of 6(z,t,s,¢,r) and 6%(x,t,s,(,7r), we
have that 0% (2%, t* s* (¥ rk) is continuously convergent
to O(x*,t*,s*,¢*,r*) on B. On the other hand, for each
k, since (xF t* s* (¥ r¥) is a global solution of (3), for
V(z,t,s,(,r) € S there holds

ak(xk7tk75k’<k’7‘k) S ok(x’t7 57 C’r)' (8)

the fact that
convergent  to

Letting £k — oo in (8) and by
OF (z*,t* s* ¢k k) is  continuously
O(x*,t*,s*,¢*,r*) on B, we have that

9(1.*7t*7s*7<*’r*) S 9(x7t7 87 CV T)’ v(x7 t? s’C? ’r) 6 S?

which indicates (x*,t*, s*,{*,r*) is a global optimal solu-
tion of (2). |

For simplicity, we set 0,,(z,t,s,(,r) = rfo(x,t) + (1 —
r)gw(x, s, (), where

fu(z,t) = ||F(2,w) — t1 AG(z,w) — taeq ||?
(50 w) T AG ) — 1)’

+H(G1(w,w) — 1) + (tat3)” + (tata)?,
Gu(,8,¢) = |Gz, w)—51AF (z,w) —s9e; — MC||?

1 _
—|—(§F(x7 WTAF (2, w)—s3)%+(5153)2
+F (2, w-54)" + | MF (z,0)||*+(5254)*.

We then show that with the increase of sample size, the
optimal solutions of the approximation problem (3) converge
exponentially to a solution of problem (2) with probability
approaching one.

Theorem 2: Suppose that for each k, {(z*,t* s* ¢k, rk)}
is a global optimal solution of problem (3) and
{(zF,tk, sk ¢F rF)} itself converges to (z*,t*,s*,C*,r*).
Let B be a compact set that contains the whole sequence
{(z*,t*, sk ¢* rF)}. Then, for any e > 0 there exist positive
constants C(¢) and ((¢), independent of Ny, such that

PrOb{Sup(m,t,s,C,r)EB|9k (l’, t,s, Cv T)
—0(x,t,5,¢,7)| > £} < Cle)e NP,

Proof: For all w € Q and all (z,t,s,(,r) € B,
noting that 6, and 6 are all continuously differentiable with
respect to (z, ¢, s, ¢, ), by the norm inequality or the absolute
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value inequality, following from (4)(5)(6)(7), after a simple
calculation, we have that there exist k1 (w), ko(w) satisfying

|9w(a:,t,3,<,r) - 0(I3t75743r)| < :‘431(1,0),
|9w(m/7t,7slvclvr/) _ow(xvtasa<7r)|
<ka(w)(lz" = 2l = tlHIs" = sIHIC = ClHr = r)

and E[r; (w)] < 400, E[ka(w)] < 4+00. From above results,
it is easy to obtain that the conditions of Theorem 5.1 in
reference [17] are all hold, and hence completes the proof.
|
However, in general, approximation problems are non-
convex programming. Then we probably get the stationary
points rather than the global optimal solutions. Therefore,
considering the stationary points are necessary. We next give
some definitions associated with stationary points.

Definition 3: If there exist Lagrange multipliers 8% = (8,
ﬁ2>63’ﬁ4) ER4’ ’2(71'{‘,7712‘,7'&'%,774) €R4’ ’Yl ER
€ R satisfying

V0" (@*, ", 5", ¢F k) =0, ©)

4
Vi0F (2", 10, 55 R k) = BFe; =0, (10)

i=1
tf > 0,85 > 0,158 =0, (11

4
V0% (z® %, 5%, ¢k k) — Zﬂ'fej = (12)

j=1
sy > 0,7) >0,s§w§=0 (13)
vcek(x ,tk Bk k) = (14)
NN ,c’“ #) = ol ok =0, (15)
7 20,95 20,797 =0, (1-r")15 =0,0<r" <1,(16)

where e; denotes a unit vector with the ith component is 1,
then we call (2, t* s* (¥ r¥) is a stationary point of (3).
Definition 4: If there exist lagrange multipliers 5* = (57,

B3, 85, 80T € RY, n* = (v}, my,m5,75)T € RY, ~f € R,
~v4 € R satisfying
V. 0(x*, t*, s*, (" r*) =0, a7
Vi0(x*, t*, s*, " r") —iﬁfeizo, (18)
> 0,8 >0,t8" 702_1 (19)

V0(x*, t*, 8", (" r") — Zﬂ;‘ej =0, (20)
j=1

s;>0,m; > 0,857 =0, 2D

Veb(z*, t*,s", (" r") =0, (22)

vre(x*vt*aS*aC*vr*)_P)/T—’_’Y’Qk:07 (23)

Y1 20,75 >0,7% 97 =0, (1-r")y3=0,0<r" <1, (24)

then we call (z*,t*,s*,(*,r*) is a stationary point of (2).
We now turn our attentions to Slater constraint quali-
fication, which can ensure the boundedness of Lagrange
multipliers in Definition 3.
Definition 5: If there exists a vector y € R*, for each
teIt):={i|tf=0,1<1i <4} such that y; > 0.
Then we call Slater constraint qualification holds.
Note that by the condtion (6) and Theory 16.8 of [14], we
obtain that f(z,t) is continuously differentiable with respect

to z and

Vo f(x,t)

=20y (z,t1,t2) B[V, F(z,w)—t; AV, G (z,w)]
+2ly(, t3)E[V,G (2, w)]T AE[G (z,w)]
+23(x, t4)E[V, Gy (z,w)].

Similarly, g(z, s, () is continuously differentiable over x and

Vag(z,s,C)

=2ly(x, 51, 52) E[V,G(z,w)—51 AV, F(2,w)]
+2l5(z, 53)E[V,F(z,w)|T AE[F (2, w)]
+2l6(x, 54)E[V, Fi (x,w)] 4+ 217 (2) ME[V, F (2, w)].

Therefore, by the definition of 6(z,t,s,(,r), it is easy
to obtain that 6(x,t,s,(,r) is continuously differentiable
with respect to t, s, (, r, respectively. What means that
O(x,t,s,¢,r) is continuously differentiable on S.

Lemma 2: V6% (2% t* s* (¥ r*) is continuously conver-
gent to VO(x*, t*,s*,(*,r*) on N(x*,t*,s*,C*, r*).

Proof: We assume limy_,oo (2%, t% s% ¢k rF) =
(x*,t*, 8%, ¢*,r*), and N (z*,t*,s*,(*,r*) € S is a neigh-
borhood of (z*,t*, s*,(*,7*) contains {(z¥, % s* ¢k rk)}.
For each w € (), combining (6), (7) and Proposition 7
in Chapter 6 of [16], we have VO*(x* t* s*, C*,r*) is
uniformly convergent to VO(z*,t*,s*, (*,r*). Combining
with Lemma 1, we obtain the conclusion immediately. B
Theorem 3: Suppose that for each k, (2, %, s* (¥, r¥) is a
stationary point of (3), (x*,¢*, s*,¢*,r*) is an accumulation
point of {(x t* s* (¥ r*)}. Then (z*,t*,s*,(*,r*) is a
stationary point of (2).

Proof: For simplicity, we assume limk_,oo(xk,tk,sk
CFork)y = (a8, ¢ r*). Let BF, 7%, ~%, ~k are the
Lagrange multipliers of (9)—(16).

(i) We first show that the sequence of {3*} is bounded
for all k. To this end, we set

4
=> B
i=1

Suppose by contradiction that {8*} is not bounded,
which means that there exists a sequence {7%} such that
limy,_, oo 7% = +00. We may further assume that the limit

(25)

exists. By (11), we have for each i ¢
0,1<i<4},

() = {i] & =

B; = 0. Then following from (25), we obtain

4
Z Bizzgizl

i€I(t*) i=1

(26)

For (10), dividing by 7% and taking a limit, following from
Lemma 2 and formulation (26), we have

4
Z 6 €; = Zgiei =0.
=1

i€I(t*)

Since Slater constraint qualification holds, then there exists
a vector y € R*, for all i € I(t*) satisfying y; > 0 and there
holds:

(y—t)"

27)

e =y —ti=y;>0, Viel(lt*). (28)

(Advance online publication: 24 May 2017)
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Let (27) multiplying (y — t*)7, by the fact that 3, > 0
and (28) holds, we have 3, = 0 for each i € I(t*), which
contradicts (26). Therefore {3*} is bounded. Similarly, we
can obtain the boundedness of Lagrange multipliers {7"},

{r} {8}

(i) Since {B*}, {7*}, {7¥}, {74} are bounded, we may
assume that 5% = limg o0 8%, 7 = limp_oo 7, 7f =
limg 00 YY, 75 = limy_ o0 75 exist, which together with
Lemma 2 and Definition 2, taking a limit in (9)—(16), we
get (17)—(24), which mean (x*,t*, s*,(*,r*) is a stationary
point of problem (2). ]

IV. CONCLUSION

In this paper, we present an equivalent problem of
SGSOCCP(F, G, K), which is constructed by the convex
combination of two given merit functions. Since the box-
constrained minimization problems contain an expectation
function, we then use SAA method to give approximation
problems. Furthermore the convergence results of global
solutions and stationary points for the corresponding ap-
proximation problems are considered, the conclusions ensure
that it is feasible to regard the solutions of approximation
problems as the solutions of SGSOCCP(F', GG, K) in theory.
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