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Abstract—Often in nature different physical systems interact
which translates to coupled mathematical models. Even if pow-
erful solvers often already exist for problems in a single physical
domain (e.g. structural or fluid problems), the development of
similar tools for multi-physics problems is still ongoing. When
the interaction (or coupling) between the two systems is strong,
many methods still fail or are computationally very expensive.
Approaches for solving these multi-physics problems can be
broadly put in two categories: monolithic or partitioned. While
we are not claiming that the partitioned approach is panacea
for all coupled problems, here we will only focus our attention
on studying methods to solve (strongly) coupled problems with
a partitioned approach in which each of the physical problems
is solved with a specialized code that we consider to be a black
box solver and of which the Jacobian is unknown. We also
assume that calling these black boxes is the most expensive
part of any algorithm, so that performance is judged by the
number of times these are called.
Running these black boxes one after another, until convergence
is reached, is a standard solution technique and can be
considered as a non-linear Gauss-Seidel iteration. It is easy
to implement but comes at the cost of slow or even conditional
convergence. A recent interpretation of this approach as a root-
finding problem has opened the door to acceleration techniques
based on quasi-Newton methods. These quasi-Newton methods
can easily be “strapped onto” the original iteration loop without
the need to modify the underlying code and with little extra
computational cost.
In this paper, we analyze the performance of ten acceleration
techniques that can be applied to accelerate the convergence of
a non-linear Gauss-Seidel iteration, on different multi-physics
problems.

Index Terms—Partitioned methods, iterative methods, quasi-
Newton.

I. INTRODUCTION

OFTEN in nature different systems interact, like fluids
and structures, heat and electricity, populations of

species, etc.
Mathematically these can be written as the non-linear system
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of equations given by


f1(x1, x2, . . . , xn) = 0
f2(x1, x2, . . . , xn) = 0

...
fn(x1, x2, . . . , xn) = 0

(1)

where fi : DF ⊂ Rm → Rki and xj ∈ Rmj (i, j ∈
{1, 2, . . . , n}),

∑n
i=1 ki = m,

∑n
j=1mj = m.

Each equation describes (the discretized equations of)
a physical problem that is spatially or mathematically
decomposed. E.g. f1(x1, x2) = 0 could give the pressure
x1 on the wall of a flexible tube for a given geometry x2,
while f2(x1, x2) = 0, could give the deformed geometry of
that same wall under influence of the pressure exerted on it
by the fluid.

In this paper, we will assume the problem has the follow-
ing characteristics [14], [20]:

1) Good solvers exist for each equation of the system.
For this reason, we will use a partitioned solution
method, i.e. each (system of) equation(s) will be solved
separately.

2) The analytic form of fi (i = 1, 2, . . . , n) is unknown,
preventing the use of Newton’s method, for instance.

3) The problem has a large dimensionality, often imposing
the use of matrix-free implementations.

4) Evaluating fi (i = 1, 2, . . . , n) is computationally
costly, preventing line-search techniques and matrix
free Newton-Krylov techniques. This also means that
the required number of evaluations (or “calls”) to reach
convergence is a good proxy of the performance of an
algorithm.

II. FIXED-POINT FORMULATION AND QUASI-NEWTON
ACCELARATION

A typical solution method for (1) is the fixed-point itera-
tion [21].
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Fixed-point iteration

1. Startup:
1.1. Take initial values x12, x13, . . .x1n.
1.2. Set s = 1.

2. Loop until convergence:
2.1. Solve f1(x1, x

s
2, . . . , x

s
n) = 0 for x1,

resulting in xs+1
1 .

2.2. Solve f2(xs+1
1 , x2, . . . , x

s
n) = 0 for x2,

resulting in xs+1
2 .

. . .
2.n. Solve fn(xs+1

1 , xs+1
2 , . . . , xn) = 0 for xn

resulting in xs+1
n .

2.n+1. Set s = s+ 1.

If F ′ (the Jacobian of F = (f1, . . . , fn)) satisfies the
condition

∀i < j < n : [F ′]ij = 0 (2)

then we can write the whole process 2.1. to 2.n, as xs+1
n =

H(xsn)[19]. The problem can now be considered as finding
the fixed point of H , or alternatively as finding the zero of
K(xn) = H(xn)−xn. It is at this root-finding problem that
we can apply quasi-Newton (QN) acceleration as follows.

Quasi-Newton acceleration

1. Startup:
1.1. Take initial values x12, x13, . . .x1n.
1.2. Set s = 1.

2. Loop until convergence:
2.1. Solve f1(x1, x

s
2, . . . , x

s
n) = 0 for x1,

resulting in xs+1
1 .

2.2. Solve f2(xs+1
1 , x2, . . . , x

s
n) = 0 for x2,

resulting in xs+1
2 .

. . .
2.n. Solve fn(xs+1

1 , xs+1
2 , . . . , xn) = 0 for xn

resulting in H(xsn).
2.n+1. Compute an approximate Jacobian K̂ ′s

of K (see below)
2.n+2. xs+1

n = xsn − (K̂ ′s)
−1K(xsn)

2.n+3. Set s = s+ 1.

Alternatively a slightly different quasi-Newton step
xs+1
n = xsn − M̂ ′sK(xsn) can be used. Here M ′s serves as

an approximation to the inverse of the Jacobian at step s,
whereas K̂ ′s is an approximation of the Jacobian itself. We
will designate methods that approximate the Jacobian as
Type I methods, and methods that approximate the inverse
Jacobian as Type II methods [14].

III. DIFFERENT CHOICES OF QUASI-NEWTON METHODS

We define δxs = xs+1
n − xsn, δKs = K(xs+1

n ) −K(xsn)
and {ıj ; j = 1, . . . ,mn} as the canonical (orthonormal) basis
for Rmn .

A. Non-Linear Gauss-Seidel (GS)

This method (also called, among others, “Iterative Sub-
structuring Method” or “Picard iteration”) is nothing else
than the fixed-point iteration described at the beginning of
§II. It is seldom considered to be a quasi-Newton method,
but can take this form if we set (K̂ ′s)

−1 = −I [21].

B. Aitken’s δ2 method (Aδ2)

Aitken’s δ2 method [1] is a relaxation method and as such
again seldom seen as a quasi-Newton method, it can take its
form if we define (K̂ ′s+1)−1 = − 1

ωs+1
I with

ωs+1 =

− ωs
〈K(xs−1n ),K(xsn)−K(xs−1n )〉

〈K(xsn)−K(xs−1n ),K(xsn)−K(xs−1n )〉
, (3)

where 〈·, ·〉 is the standard Euclidean scalar product.

C. Broyden’s first method (BG)

Broyden’s first (or “good”) method is a quasi-Newton
method that is part of the family of Least Change Secant
Update (LCSU) methods [5], [6], [10], [11], [15], where the
approximate Jacobian K̂ ′s+1 is chosen as the solution of the
following minimization problem:

min{‖K̂ ′ − K̂ ′s‖Fr}, s.t. K̂ ′δxs = δKs. (4)

In other words, it gives a new approximate Jacobian that
is closest to the previous one in the Frobenius norm and that
satisfies the secant equation.

The solution of (4) leads to the following rank-one update:

K̂ ′s+1 = K̂ ′s +
(δKs − K̂ ′sδxs)δxTs

〈δxs, δxs〉
(5)

K̂ ′1 is typically set to be equal to −I , which means that
the first iteration equals a GS iteration.

Interpreting Broyden’s good method differently, we could
say that
• K̂ ′s+1 is the projection w.r.t. the Frobenius norm of K̂ ′s

onto {A ∈ Rmn×mn : Aδxs = δKs};
• no change occurs between K̂ ′s+1 and K̂ ′s on the orthog-

onal complement of δxs, i.e. (K̂ ′s+1 − K̂ ′s)z = 0 if
〈z, δxs〉 = 0.

We have the following properties of this method:
1) For linear problems, the method is known to show

superlinear convergence [21] and it needs at most 2mn

iterations to reach the solution (Gay’s theorem [16]).
2) No guarantee can be given that the approximate Jaco-

bians are non-singular nor that convergence is mono-
tone.

Using the Sherman-Morrison theorem [28], Broyden’s
good method can be written as:

(K̂ ′s+1)−1 =

(K̂ ′s)
−1 +

(δxs − (K̂ ′s)
−1δKs)δx

T
s (K̂ ′s)

−1

〈δxs, (K̂ ′s)−1δKs〉
(6)

if 〈δxs, (K̂ ′s)−1δKs〉 6= 0.
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D. Broyden’s second method (BB)

Broyden’s second (or “bad”) method is a quasi-Newton
method that uses an approximation M̂ ′ of the inverse Jaco-
bian.

It is also part of the family of LCSU methods [5], [11],
[15], where the approximate inverse Jacobian M̂ ′s+1 is cho-
sen as the solution of the following minimization problem:

min{‖M̂ ′ − M̂ ′s‖Fr}, s.t. M̂ ′δKs = δxs. (7)

i.e. it gives a new approximation of the inverse of the
Jacobian that is closest to the previous one in the Frobenius
norm and that satisfies the secant equation.

The solution of (7) leads to the following rank- one update

M̂ ′s+1 = M̂ ′s +
(δxs − M̂ ′sδKs)δK

T
s

〈δKs, δKs〉
. (8)

Interpreting Broyden’s bad method differently, we could
say that

• M̂ ′s+1 is the projection w.r.t. the Frobenius norm of M̂ ′s
onto {A ∈ Rmn×mn : AδKs = δxs};

• no change occurs between M̂ ′s+1 and M̂ ′s on the or-
thogonal complement of δKs, i.e. (M̂ ′s+1 − M̂ ′s)z = 0
if 〈z, δKs〉 = 0.

Broyden himself [5] admitted that this formulation of
his algorithm didn’t function properly. The reasons for the
“good” or “bad” behavior are not well understood, and it
is quite possible that in some instances the bad method
outperforms the good method. Indeed, as we will see, this
is exactly what happens in some of the test-cases that we
have examined.

We also have the following properties of this method:

1) For linear problems, the method is known to show
superlinear convergence [21] and it needs at most 2mn

iterations to reach the solution (Gay’s theorem [16]).
2) No guarantee can be given that the approximate inverse

Jacobians are non-singular nor that convergence is
monotone.

Again, M̂ ′1 is typically set to be equal to −I , which
means that the first iteration equals a non-Linear Gauss-
Seidel iteration.

E. Switched Broyden method (SB)

As Broyden’s Good method is not always better than
Broyden’s Bad method, we follow an idea suggested in [23]
that avoids the need to choose between the two methods and
create a switched version of BG/BB (called “SB”) in the
following manner. If

|δxTs δxs−1|
|δxTs (K̂ ′s)

−1δKs|
<
|δKT

s δKs−1|
δKT

s δKs
(9)

then (6) is used for the update, otherwise (8) is used. The
idea behind this criterion is that it selects the update that
would result in the smallest error with respect to previous
secant equations.

F. Column-Updating Method (CU)

The Column-Updating method is a quasi-Newton method
that was introduced by Martinez [24], [26], [27]. The
rank-one update of this method is such that the column
of the approximate Jacobian corresponding to the largest
coordinate of the latest increment δxs is replaced in order
to satisfy the secant equation K̂ ′δxs = δKs at each iteration.

The resulting method to update the approximate Jacobian
is defined as follows:

K̂ ′s+1 = K̂ ′s +
(δKs − K̂ ′sδxs)ıTjK,s
〈ıjK,s , δxs〉

, (10)

where ıjK,s is chosen such that

jK,s = Argmax{|〈ıj , δxs〉|; j = 1, . . . ,mn}. (11)

This can be viewed as a rank-one update, where only the
jK,s-th column of the approximate Jacobian is altered.
The methods starts from an educated guess K̂ ′1, which is
often set to −I .

The properties of this method have been investigated in
[18], [24], [26]. It has to be noted that this method does
not belong to the family of the LCSU methods, but it
satisfies the hypotheses of Gay’s theorem [16] such that finite
convergence is reached in at most 2mn iterations for linear
problems.

This method can also be directly applied to (K̂ ′s)
−1, using

the Sherman-Morrison theorem if 〈ıjK,s , (K̂ ′s)−1δKs〉 6= 0.

(K̂ ′s+1)−1 =

(K̂ ′s)
−1 +

(δxs − (K̂ ′s)
−1δKs)ı

T
jK,s

(K̂ ′s)
−1

〈ıjK,s , (K̂ ′s)−1δKs〉
(12)

G. Inverse Column-Updating Method (ICU)

The Inverse Column-Updating method (ICU) is a quasi-
Newton method that was introduced by Martinez and Zam-
baldi [22], [25]. It uses a rank-one update such that the
column of the approximation of the inverse of the Jacobian
corresponding to the largest coordinate of δKs is replaced
in order to satisfy the secant equation M̂ ′δKs = δxs at each
iteration.
The resulting method to update the approximate Jacobian is
defined as follows:

M̂ ′s+1 = M̂ ′s +
(δxs − M̂ ′sδKs)ı

T
jM,s

〈ıjM,s , δKs〉
, (13)

where ıjM,s is chosen such that

jM,s = Argmax{|〈ıj , δKs〉|; j = 1, . . . ,mn}. (14)

This can be viewed as a rank-one update, where only
the jM,s-th column of the approximate inverse Jacobian is
altered.
The methods starts from an educated guess M̂ ′1, which is
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often set to −I .

The properties of this method have been investigated in
[22]. The method does not belong to the family of the LCSU
methods, but it satisfies the hypotheses of Gay’s theorem
[16] such that finite convergence is reached in at most 2mn

iterations for linear problems.

H. Switched (Inverse) Column-Updating Method (SCU)

As far as the authors are aware, the idea behind SB
has not been applied to CU and ICU, even though it is
straightforward. As with SB, we use the condition (9) at
every iteration. When it is satisfied, then CU (equation (12))
is used, otherwise ICU (equation (13)).

I. Non-linear Eirola-Nevanlinna Type I method (EN1)

It is clear from the different update formulas for the
approximate Jacobian of BG, BB, SB, CU, ICU and SCU
that they can only be applied starting with K̂ ′2. In other
words, K̂ ′1 needs to be chosen. Conventionally, this is set to
be equal to −I . Likewise, for Aδ2, ω1 needs to be chosen
and is set to 1. As a result all of the methods given above
will have an identical first iteration, i.e. x2n = H(x1n).

The nonlinear Eirola-Nevanlinna was proposed by [32] as
the nonlinear counterpart to the linear EN algorithm [13] and
is different as it computes K̂ ′1 based on a virtual choice of
K̂ ′0, set to be equal to −I (which can also be interpreted
as setting the initial approximation of the Jacobian of H as
zero), which is used to create a first approximation K̂ ′1. The
method is given by

(K̂ ′s+1)−1 = (K̂ ′s)
−1+

(ps−(K̂′s)
−1qs)p

T
s (K̂

′
s)
−1

〈ps,(K̂′s−1)
−1qs〉

, (15)

ps = −(K̂ ′s)
−1K(xs+1

n ), (16)
qs = K(xs+1

n + ps)−K(xs+1
n ). (17)

Note that the EN algorithm requires two calls of K (or
H) per iteration.

J. Non-linear Eirola-Nevanlinna Type II method (EN2)

Eirola and Nevanlinna did not propose a Type II method,
but by generalisation this can be written as [14]:

M̂ ′s+1 = M̂ ′s +
(ps−(K̂′s)

−1qs)q
T
s

〈qs,qs〉 , (18)

where ps and qs are defined as in the EN1 method.

K. Switched Eirola-Nevanlinna method (SEN).

As far as the authors are aware, the idea behind SB
has not been applied to EN1 and EN2, even though it is
straightforward. As with SB, we use the condition (9) at
every iteration. When it is satisfied, then EN1 (equation (15))
is used, otherwise EN2 (equation (18)).

IV. FLUID STRUCTURE INTERACTION TEST-CASES

Quasi-Newton methods have received significant attention
in recent years within the field of partitioned fluid-structure
interactions (FSI). QN methods have been shown to be an
efficient and robust coupling procedure, especially in the
context of black-box fluid and solid solvers. In this section
we aim to investigate the various QN methods when applied
to a number of incompressible, transient, FSI benchmark
problems. The selected problems are all generally considered
to be strongly coupled, difficult to solve FSI problems,
requiring the use of implicit coupling strategies.

The problems are solved here by coupling OpenFOAM
[31], an open-source, finite-volume based fluid flow solver,
and Calculix [12], an open-source finite-element based solver
for the structural domain deformations. Interface information,
in the form of fluid stresses and solid displacements are
transferred between the two domains using radial basis
function interpolation using a consistent formulation [4], [7].

One of the primary aims of this investigation is to com-
pare the performance of the various QN methods when the
Jacobian, at the start of each new time step, k + 1, is either
reset to −I , such that(

K̂ ′1

)−1
k+1

= −I, (19)

(which we will call “Jacobian re-set”) or set equal to the
final approximation from the previous time step(

K̂ ′1

)−1
k+1

=
(
K̂ ′s

)−1
k
, (20)

where k indicates the time step counter (which we will call
“Jacobian re-use”). A similar procedure is used for quasi-
Newton methods using M̂ ′1 and for Aitken’s method.
A relaxation factor of ω = 0.001 is used for the first iteration
of the first time step, or for the first iteration in every time
step whenever the Jacobian is reset such that

x1n = x0n + ωδxs. (21)

This is done to avoid the possibility of an excessively large
first displacement guess, which can lead to divergence for
strongly coupled problems. Furthermore, at the start of each
new time step, x0n is approximated by extrapolating the
interface state from the three preceding time steps, as was
previously suggested in [9], using a polynomial of the form

x0n,k+1 =
5

2
xsn,k − 2xsn,k−1 +

1

2
xsn,k−2. (22)

A. Dynamic piston-channel problem

The piston-channel test problem layout is shown in Fig-
ure 1, and consists of a 10m long fluid domain which
is forced out of the domain by an accelerating unit by
unit moving block. The problem is a surprisingly difficult
problem to solve when using partitioned solutions schemes,
and has been investigated in a number of publications (see
for example [2], [8]). The coupling strength is sufficiently
strong that simple fixed-point iterations, such as Gauss-Seidel
iterations, are insufficient to guarantee convergence.

While the test case is intrinsically a one dimensional
problem, it is modelled here in three dimensions, with a fluid
domain discretised using 10 linear elements and a single
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Fig. 1: Piston-channel test problem layout.

(a) (b)

Fig. 2: The interface (a) displacement and (b) velocity for
the piston-channel test problem for a time step size of ∆t =
0.02s, compared to the simplified 1D mass-spring system.

linear structural element. The fluid density and viscosity
is 1kg/m3 and 1.0kg/(m s) respectively where the solid is
described by a linear elastic material with a Young’s modulus
of E = 10.0Pa with a zero density and Poisson’s ratio. A slip
boundary condition is applied to the fluid wall boundaries
and the block velocity is prescribed as u (t) = 0.2t.

The simulation is solved here using time step sizes of
∆t = 0.02s for a convergence tolerance of ε =

||K(xsn)||√
n

=

10−8. The interface displacement and velocity, along with a
1D-solution is shown in Figure 2. The 1D-model is found
by simplifying the problem to a 1D mass-spring system,
where the solid piston represents a linear spring and the fluid
domain a variable mass (see [2] for more information on the
simplified 1D-model). The accuracy of the FSI simulation
can naturally be improved by increasing the mesh resolution
or decreasing the time step size.

The average number of iterations required to reach con-
vergence for each of the QN methods is summarised in
Table I. The results highlight the surprising complexity of
the test problem, with both GS and Aitken failing to provide
convergent results. The performance of all the other QN
methods is virtually identical, with a minor improvement
offered by retaining the Jacobian at the start of each new
time step.

B. Dam Break with an elastic obstacle

The dam break problem consists of a collapsing column of
water striking an elastic baffle, which has previously analysed
in [3], [30]. The problem setup is shown in Figure 3, and
consists of a 29.2cm column of water which collapses under
gravity, striking an 8cm tall, 1.2cm wide, elastic obstacle.

The problem is solved using a time step size of ∆t =
0.001s, where the fluid domain is discretised using 3670
linear fluid elements, and the solid domain discretised using
14 quadratic, full integration finite-elements. The advancing

TABLE I: The mean number of iterations required to reach
convergence for the piston-channel test problem. Failure
to converge is indicated by div() where the time step at
which failure occurred is indicated in brackets, and the top
performing method for each setting is highlighted in bold.

Jacobian re-use Jacobian re-set
GS N/A div(1)
Aδ2 div(1) div(1)
BG 3.98 4.39
BB 3.98 4.38
SB 3.97 4.39
CU 3.98 4.39
ICU 3.98 4.39
SCU 3.98 4.39
EN1 3.91 6.92, div(276)
EN2 3.90 6.99, div(285)
SEN 3.89 6.91, div(276)

Fig. 3: Dam break with elastic obstacle problem description.

front along with the corresponding elastic deformation is
shown in Figure 4 with a plot of the beam tip displacement
shown in Figure 5.

The mean number of iterations required by the various
QN methods to reach convergence is shown in Table II. The
Broyden family of methods is the top performing family
of methods, with significant benefit seen in retaining the
Jacobian from the previous time step. The convergence
rate of all the QN methods, at time step 200 is shown in
Figure 6(a) and highlights the comparative inefficiency of
GS and Aitken’s method. Overall, switched-Broyden is the
top performing QN method for this particular problem, and
for illustrative purposes we show the number of iterations
required in each time step in Figure 6(c), both when re-using
or resetting the Jacobian.

C. Wave propagation in a three dimensional elastic tube

The 3D flexible tube problem was originally proposed in
[17], inspired by the type of flow encountered in haemo-

(a) t=0.14s (b) t=0.18s (c) t=0.24s

Fig. 4: Wave interaction with elastic obstruction after dam
break at various time steps.
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Fig. 5: Beam tip displacement results for the dam break test
problem, compared to the results reproduced from [30].

TABLE II: Mean number of iterations required by the QN
methods for the dam break test problem. Failure to converge
is indicated by div() where the time step at which failure
occurred is indicated in brackets, and the top performing
method for each setting is highlighted in bold.

Jacobian re-use Jacobian re-set
GS N/A 23.42
Aδ2 5.34, div(279) 6.33
BG 4.17 5.99
BB 4.32 5.97
SB 4.14 6.05
CU 5.62 6.50
ICU 5.84 6.34
SCU 4.80 6.55
EN1 4.37 6.93
EN2 4.58 6.96
SEN 4.58 6.94

dynamics. The density ratios of the fluid and solid are near
unity, which in conjunction with internal incompressible flow
results in a very strongly coupled FSI problem, and as a result
has received much attention in literature [2], [8], [9], [17].

The problem consists of a flexible tube of length l = 5cm,
with an inner and outer radius of ri = 0.5cm and r0 = 0.6cm
respectively. The flexible tube is modelled using a St. Venant-
Kirchoff material model, with a Young’s modulus of E =
3 × 106 dynes/cm2, density ρ = 1.2 g/cm3 and Poisson’s
ratio of 0.3, where the fluid flow has a density of ρ = 1.0
g/cm3 and a viscosity of µ = 0.03 poise. The problem is
modelled using 600 twenty noded quadratic solid elements
coupled with 6000 linear fluid flow elements resulting in an
interface Jacobian size of mn = 1880. The tube walls are
fixed on both ends, and a smoothly varying pressure in the
form of

p (t) =

1.3332× 104
(

(sin( 2πt
0.003+

3
2π)+1)

2

)
if t < 0.003

0 if t ≥ 0.003,
(23)

is applied at the inlet. The time step size for the simulation is
∆t = 0.0001s with a convergence tolerance ε =

||K(xsn)||√
n

=

10−8. The resulting pressure pulse propogation is illustra-
tively shown for different time steps in Figure 7.

The mean number of iterations over the first 100 time

(a)

(b)

(c)

Fig. 6: (a) Illustrative convergence rates for each of the QN
methods when re-using the Jacobian at the start of each time
step for the dam break test problem, shown here for time step
200. (b) The same convergence plot with GS and Aitken’s
method removed to allow for better differentiation. (c) A
comparison of the number of iterations required in each time
step using switched Broyden, for both the re-use and reset
case.
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Fig. 7: Pressure pulse propagation at 0.003s, 0.005s and
0.008s (where the wall displacement is magnified by a factor
10).

TABLE III: Comparison of the mean number of iterations
required to reach convergence for the 3D flexible tube test
problem. Failure to converge is indicated by div() where the
time step at which failure occurred is indicated in brackets,
and the top performing method for each setting is highlighted
in bold.

Jacobian re-use Jacobian re-set
GS N/A div(1)
Aδ2 div(1) div(1)
BG 6.51 15.36
BB 7.68 22.25
SB 6.75 15.38
CU 15.63 17.51
ICU 27.21, div(14) 27.64, div(22)
SCU 13.89 17.62
EN1 6.91 20.56
EN2 10.56 16.83, div(26)
SEN 7.37 20.63

steps is shown in Table III for the various QN methods. The
Broyden family of methods is once again the top performing
method, with a clear benefit in retaining the old Jacobian
at the start of each time step. A summary of the number
of coupling iterations required per time step, for each of
the family of methods, is shown in Figure 8. Out of all the
test cases analysed in this paper, this problem most clearly
highlights the inherent training that occurs by retaining and
continuously adding onto the Jacobian. To further illustrate
this inherent training, we show the convergence rates for
Broyden’s good method in Figure 9 at different time steps
for both re-use and resetting of the Jacobian.

D. 2D flexible beam fluid-structure interactions

The selected test problem consists of flow around a fixed
cylinder with an attached flexible beam. The beam undergoes
large deformations induced by oscillating vortices formed by
flow around the circular bluff body. The problem was first
proposed by Turek et al. [29], and has received substantial
numerical verification.

The problem layout and material properties are provided
in Figure 10(a) and consists of a 0.02m thick, 0.35m long
flexible beam, attached to a fixed cylinder with diameter
of 0.1m. The cylinder center is by design positioned to
be non-symmetric with respect to the channel to remove

(a)

(b)

(c)

Fig. 8: A comparison of the number of coupling iterations
required to reach convergence for the 3D flexible tube
test problem when using (a) Broyden’s family of methods,
(b) Column updating family of methods and (c) Eirola-
Nevanlinna family of methods when re-using the Jacobian
from the previous time step and when resetting the Jacobian
to −I .
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(a)

(b)

Fig. 9: Illustrative convergence rates at various time steps
for the 3D flexible tube test problem using Broyden’s Good
method when (a) re-using the Jacobian at the start of each
time step and (b) when re-setting the Jacobian to −I at the
start of the new time step.

dependence on numerical errors to induce the onset of
deformations. A parabolic inlet boundary condition, with
mean flow velocity of Ū = 1m/s is slowly ramped up
for t < 0.5s via (1− cos (πt/2)) /2. The top, bottom and
fixed cylinder walls are defined as non-slip boundaries. The
problem is solved here using 3800 finite-volume fluid cells,
and 72 full integration, quadratic finite elements.

We investigate three different settings, namely for a com-
paratively large time step size of ∆t = 0.01s for two different
convergence criteria of ε = 10−5 and ε = 10−8 in order
to gain some insight into the convergence behaviour of the
various QN methods as well as for a small time step size of
∆t = 0.001s for ε = 10−8. The beam tip displacement for
both time step sizes over the full simulation window is shown
in Figure 10(b) with a snapshot of the beam displacement
at 8.7s shown in Figure 10(c). The convergence behaviour
for the various QN methods is summarised in Tables IV-
Table V. Overall, switched Broyden outperforms all the QN
methods across all three settings, with the switched strategies
providing improved performance for both the conventional
EN and CU methods.

(a)

(b)

(c)

Fig. 10: (a) Flexible beam problem description, (b) beam tip
displacement over the 10s simulation window, and (c) beam
displacement and pressure contours at 8.7 seconds.

TABLE IV: The mean number of iterations to reach con-
vergence for the flexible tail benchmark problem for the
various QN methods when the Jacobian is re-used. Failure
to converge is indicated by div() where the time step at
which failure occurred is indicated in brackets, and the top
performing method for each setting is highlighted in bold.

∆t = 0.01, ∆t = 0.01, ∆t = 0.001,
ε = 10−5 ε = 10−8 ε = 10−8

GS div(1) div(1) div(1)
Aδ2 3.51 10.31 div(4)
BG 2.938 4.017 4.407
BB 3.039 4.250 4.480
BS 2.906 3.983 4.024
CU 3.342 5.264 -(1581)
ICU 3.108 5.391 8.388
CUS 2.975 4.836 6.025
EN1 3.192 4.614 5.443
EN2 3.147 4.543 5.854
ENS 3.137 4.535 4.920

V. CONCLUSION

We have tested a wide variety of acceleration techniques
on four different multi-physics problems that are written as
a fixed-point problem. While the choice of the best method
remains problem dependent, it is clear that the best choice
is the class of quasi-Newton methods, of which, more often
than not, the tried and trusted Broyden method comes out
on top.
Re-using the Jacobian of all the QN methods at the beginning
of the iterations of the next time step results in important
reductions in the required number of iterations. With a few
exceptions, a switching strategy, that hasn’t drawn much
attention in the past, is shown to offer a slight boost of perfor-
mance in exchange for a negligeable penalty in complexity.
The class of Eirola-Nevanlinna methods, which are among
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TABLE V: The mean number of iterations to reach conver-
gence for the flexible tail benchmark problem for the various
QN methods when the Jacobian is re-set. Failure to converge
is indicated by div() where the time step at which failure
occurred is indicated in brackets, and the top performing
method for each setting is highlighted in bold.

∆t = 0.01, ∆t = 0.01, ∆t = 0.001,
ε = 10−5 ε = 10−8 ε = 10−8

GS div(1) div(1) div(1)
Aδ2 4.504 11.459 -(5)
BG 4.170 6.617 6.872
BB 3.879 6.518 7.369
BS 4.196 6.611 6.920
CU 4.499 7.165 8.295
ICU 4.323 7.042 9.158
CUS 4.500 7.168 8.275
EN1 4.879 7.605 8.793
EN2 7.632 7.583 8.448
ENS 4.879 7.605 8.795

the lesser known QN methods, have not shown their worth,
and in the authors’ opinion do not seem to warrant the
complexity that they entail.
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