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Abstract—The exterior Bernoulli free boundary problem is
reformulated into a shape optimization setting by tracking the
Dirichlet data. The shape derivative of the corresponding cost
functional is established through a Lagrangian formulation
coupled with the velocity method. A numerical example using
the traction method or H1 gradient method is also provided.

Index Terms—Bernoulli free boundary problem, overdeter-
mined boundary value problem, shape derivative, Lagrange
method, minimax formulation.

I. INTRODUCTION

THE exterior Bernoulli free boundary problem (in two
dimension) is formulated as follows: given a bounded

and connected domain ω ⊂ R2 with a fixed boundary
Γ := ∂ω and a constant λ < 0, one needs to find a bounded
connected domain B ⊂ U ⊂ R2 with a free boundary
Σ := ∂B, containing the closure of ω, and an associated
state function u : Ω → R, where Ω = B \ ω̄, such that the
overdetermined conditions are satisfied:

−∆u = 0 in Ω,

u = 1 on Γ,

u = 0 on Σ,

∂νu = λ on Σ.

(1)

Here, ν is the outward unit normal vector to the free bound-
ary Σ, and ∂νu := ∂u/∂ν is the normal derivative of u. The
Bernoulli problem appears in various physical systems that
arise or can be seen in electrochemical machining, potential
flow in fluid mechanics, tumor growth, etc. (cf. [1], [17],
[18]).

In this paper, we are concerned with the reformulation of
the ill-posed system (1) into the following shape optimization
setting:

min
Σ

J(Σ) = min
Σ

1

2

∫
Σ

u2ds, (2)

where u = u(Ω) satisfies the mixed boundary value problem

−∆u = 0 in Ω, u = 1 on Γ, ∂νu = λ on Σ. (3)

Same as in [25], we want to characterize the shape derivative
of the cost functional J over Σ along a perturbation field V.
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We, however, establish the expression for the shape derivative
of J using an approach independent from those exhibited in
[25]. The novelty of this work is the alternative rigorous
computation of the shape derivative of J derived from a
Lagrangian formulation coupled with the velocity method.
The shape derivative dJ(Σ;V) of J along the perturbation
field V is obtained by going to the limit of [J(Σt)−J(Σ)]/t,
where Σt is the result of perturbing the free boundary Σ
through a non-autonomous perturbation field V. Meanwhile,
the idea behind the Lagrange method is to rewrite the
cost function under consideration as the min-max of an
appropriate Lagrangian; that is, a utility function plus the
equality constraints. As a consequence, the differentiability
of the cost functional is transferred to the differentiability of
the Lagrangian with respect to a particular parameter, which
is, in our case, the variable t. In this regard, one needs a
theorem to differentiate a minimax or the saddle point of a
Lagrangian with respect to a parameter. Fortunately, a very
powerful tool to fulfil the task has already been established
in [13]. Its application to shape sensitivity analysis, however,
is not completely straightforward because it leads to the time
dependence of the underlying function spaces appearing in
the minimax formulation [15]. Nevertheless, two techniques
can be employed to get around this difficulty: the function
space parameterization and the function space embedding
techniques (cf. [14, Section 10.2.2, p. 522–523 and Section
10.6]). It is worth noting that Lagrange methods have the
advantage of providing the shape derivative of cost func-
tionals without the need to compute the shape and material
derivative of the states. Some recent studies examining the
shape derivatives of cost functionals through Lagrangian
methods were delivered in [9], [19], [20], [26], [28], and
[29].

The rest of the paper is organized as follows. In the next
section, we give the essentials of our present investigation.
The Lagrangian formulation of the problem is formally
presented in Section III. The minimax formulation is coupled
with the function space parametrization and function space
embedding technique so that a theorem on the differentia-
bility of a saddle point (i.e., a minimax) of a Lagrangian
functional with respect to a parameter can be applied. After
computing the shape gradient, we give a concrete example
in Section IV and numerically solve the problem using the
traction method or H1 gradient method. In Section V, we
give a concluding remark regarding the present study.

II. PRELIMINARIES

In this section, we give the requisites of our study. First,
we give a brief discussion about the velocity method.

Let V be an element of Ek = C([0, tV );Dk(R2,R2)),
for some integer k ≥ 2 and a small real number tV > 0,
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where Dk(R2,R2) denotes the space of k-times continuously
differentiable functions with compact support contained in
R2. The field V(t)(x) = V(t, x), x ∈ R2, is an element
of Dk(R2,R2) which may depend on t ≥ 0. It generates
the transformations Tt(V)(X) := Tt(X) = x(t;X), t ≥ 0,
X ∈ R2, through the differential equation

d

dt
x(t;X) = V(t, x(t;X)), x(0;X) = X, (4)

with the initial value X given. We denote the “transformed
domain” Tt(V)(Ω) at t ≥ 0 by Ωt(V), or simply Ωt =:
Tt(Ω). In this work, we shall consider annular domains Ωt
with boundary ∂Ωt, which is the union of two disjoint sets
Γt and Σt, referred to as the fixed and free boundaries,
respectively. The evolutions of the domain Ω are obtained
using non-autonomous velocity fields

V(t)(x) ∈ V := {V(t, x) ∈ C1,1([0, tV ]×U,R2) : V|Γ∪∂U = 0}.
(5)

For t ∈ [0, tV ], Tt is invertible and Tt, T
−1
t ∈ D1(R2,R2)

(cf. [7, Lemma 11], [8, Lemma 2.4]). In addition, the Jacobian
It is strictly positive, i.e., It = |detDTt(X)| > 0, where
DTt(X) is the Jacobian matrix of the transformation Tt = Tt(V)
associated with the velocity field V. In this paper, the expressions
(DTt)

−1 and (DTt)
−T refer to the inverse and transpose of

the the Jacobian matrix, respectively. Also, we use the notation
At = It(DT

−1)(DTt)
−T , and wt = It|(DTt)−T ν|, where DTt

is the Jacobian matrix of Tt with respect to the boundary ∂Ω.
For the rest of this section we state the essentials of our analysis.
Proposition 1: For a function φ ∈ W 1,1

loc (R
2) and V ∈ V , we

have the following formulas
(i) ∇(φ ◦ Tt) = (DTt)

T (∇φ) ◦ Tt,
(ii)

d

dt
(φ ◦ Tt) = (∇φ ·V(t)) ◦ Tt,

(iii)
d

dt
(φ ◦ T−1

t ) = −(∇φ ·V(t)) ◦ T−1
t ,

(iv)
d

dt
It = divV(t) ◦ TtIt,

(v) w′
t|t=0 = limt↘0

1
t
(wt − w0) = divΣV(0),

where divΣ denotes the surface divergence and is defined by

divΣV(0) = div(V(0))−DV(0)ν · ν.

The above results can be found in [14], [31], and are given as
properties of the transformation Tt in [7], [23], [25].

Lemma 1 ( [31]): We have the following domain and boundary
transformations:

(i) If φt ∈ L1(Ωt) then, φt ◦ Tt ∈ L1(Ω) and∫
Ωt

φt dxt =

∫
Ω

φt ◦ TtIt dx.

(ii) If φt ∈ L1(Σt) then, φt ◦ Tt ∈ L1(Σ) and∫
Σt

φt dst =

∫
Σt

φt ◦ Ttwt ds.

We are now ready to examine the shape derivative of J through
a Lagrangian formulation in the next section.

III. MAIN RESULTS

Minimax Formulation
In this section we established the shape derivative of J through

a Lagrangian formulation. To begin with, we recall the variational
form of system (3):

Find u ∈ H1(Ω) such that∫
Ω

∇u · ∇φ−
∫
Σ

λφ = 0, ∀φ ∈ H1
Γ,0(Ω); u = 1 on Γ. (6)

Since we have an essential boundary condition u = 1 on Γ, which is
tied with the definition of the function space H1

Γ,0(Ω), we introduce

the Lagrangian multiplier µ ∈ H1/2(Γ) and express the variational
form (6) of (3) as follows∫
Ω

∇u ·∇φ dx−
∫
Σ

λφ ds+

∫
Γ

(u−1)µds = 0, ∀φ ∈ H1
Γ,0(Ω).

To express this equation in terms of just one variable, we take
µ = ∂νφ to obtain∫
Ω

∇u·∇φ dx−
∫
Σ

λφ ds+

∫
Γ

(u−1)∂νφ ds = 0, ∀φ ∈ H1
Γ,0(Ω).

Now, we introduce the functional

G(Σ, φ, ψ) = F (Σ, φ)+L(Σ, φ;ψ), ∀φ ∈ H1(Ω), ∀ψ ∈ H1
Γ,0(Ω),

(7)

where F (Ω, φ) := J(φ,Σ) = J(Σ), and L(Σ, φ;ψ) is the
Lagrangian functional given by

L(Σ, φ;ψ) =

∫
Ω

∇φ · ∇ψ dx−
∫
Σ

λψ ds+

∫
Γ

(φ− 1)∂νψ ds.

Given this construction of G, one can easily check that

J(Σ) = min
φ∈H1(Ω)

max
ψ∈H1

Γ,0(Ω)
G(Σ, φ, ψ),

since

max
ψ∈H1

Γ,0(Ω)
G(Σ, φ, ψ) =

{
F (Ω, φ), if φ = u,
+∞, otherwise.

It is easily shown that the functional G is convex continuous with
respect to φ and concave continuous with respect to ψ. Therefore,
according to Ekeland and Temam [16], the functional G has a saddle
point (u, p) if and only if (u, p) solves the following system

L(Σ, u;φ) = 0, ∀φ ∈ H1
Γ,0(Ω),

dF (Σ, u;φ) + dL(Σ, u, p;φ) = 0, ∀φ ∈ H1
Γ,0(Ω),

or equivalently,

−∆u = 0 in Ω, u = 1 on Γ, ∂νu = λ on Σ; (8)
−∆p = 0 in Ω, p = 0 on Γ, ∂νp = −u on Σ. (9)

Similarly, the previous analysis holds in the transformed domain Ωt
under the action of the velocity field V for t ≥ 0. Thus, we have

J(Σt) = min
φ∈H1(Ωt)

max
ψ∈H1

Γ,0(Ωt)
G(Σt, φ, ψ),

whose unique saddle point (ut, pt) is completely characterized by
the system

L(Σt, ut;φ) = 0, ∀φ ∈ H1
Γ,0(Ωt),

dF (Σt, ut;φ) + dL(Σ, ut, pt;φ) = 0, ∀φ ∈ H1
Γ,0(Ωt),

or equivalently,∫
Ωt

∇ut · ∇φ dxt −
∫
Σt

λφ dst +

∫
Γ

(ut − 1)∂νφ ds = 0,

∀φ ∈ H1
Γ,0(Ωt); (10)∫

Ωt

∇pt · ∇φ dxt +

∫
Σt

utφ dst = 0, ∀φ ∈ H1
Γ,0(Ωt). (11)

Our next objective is to find the limit

dj(0) = lim
t↘0

j(t)− j(0)

t
,

where

j(t) := J(Σt) = min
φ∈H1(Ωt)

max
ψ∈H1

Γ,0(Ωt)
G(Σt, φ, ψ).

Hereon, we need a theorem that would give the derivative of the
minimax with respect to a parameter t ≥ 0 at t = 0. Unfortunately,
the Sobolev spaces H1(Ωt) and H1

Γ,0(Ωt) depend on the parameter
t. To overcome this difficulty and obtain an infimum with respect to
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a function space that is independent of t, we can use two techniques
[14], namely:

• Function space parametrization technique; and
• Function space embedding technique.
We will first use the idea of function space parametrization

technique below, followed by the application of function space
embedding technique afterwards.

Function Space Parametrization Technique
This section is devoted to the application of function space

parametrization technique to the problem. It consists of transporting
the quantities defined in the variable domain Ωt back into the
reference domain Ω. Once the technique is employed, the usual
methods in differential calculus can now be applied since the
functionals involved are now defined in a fixed domain Ω. The idea
is to parametrize the functions in H1(Ωt) by elements of H1(Ω)
through the transformation φ 7→ φ ◦ T−1

t : H1(Ω) → H1(Ωt).
Since Tt and T−1

t are diffeomorphisms (cf. [7, Thm. 7]), it
transforms the domain Ω into Ωt and changes the boundary Σ
to the boundary Σt of Ωt. In particular, since V ∈ C1,1, we
have φ ◦ T−1

t ∈ H1(Ωt) for all φ ∈ H1(Ω), and conversely,
ψ ◦ Tt ∈ H1(Ω) for all ψ ∈ H1(Ωt). Also, we introduce the
parametrization H1

Γ,0(Ωt) = {φ ◦ T−1
t : φ ∈ H1

Γ,0(Ω)}. These
parametrizations do not affect the value of the minimum J(Σt) but
changes the Lagrangian functional G:

J(Σt) = min
φ∈H1(Ω)

max
ψ∈H1

Γ,0(Ω)
G(Σt, φ ◦ T−1

t , ψ ◦ T−1
t ).

Given this formulation, we define a new Lagrangian

G̃(t, φ, ψ) := G(Σt, φ ◦ T−1
t , ψ ◦ T−1

t ),

that is,

G̃(t, φ, ψ) =
1

2

∫
Σt

(φ ◦ T−1
t )2 dst

+

∫
Ωt

∇(φ ◦ T−1
t ) · ∇(ψ ◦ T−1

t ) dxt

−
∫
Σt

λ(ψ ◦ T−1
t ) dst

+

∫
Γ

(φ ◦ T−1
t − 1)∂ν(ψ ◦ T−1

t ) ds, (12)

for all φ ∈ H1(Ω) and ψ ∈ H1
Γ,0(Ω). The saddle point of this new

Lagrangian is completely characterized by the following variational
systems:

State equations. Find ut ∈ H1(Ω) such that∫
Ωt

∇(ut ◦ T−1
t ) · ∇(φ ◦ T−1

t ) dxt −
∫
Σt

λ(φ ◦ T−1
t ) dst

+

∫
Γ

(ut ◦ T−1
t − 1)∂ν(φ ◦ T−1

t ) ds = 0, ∀φ ∈ H1
Γ,0(Ω).

(13)

Adjoint state equations. Find pt ∈ H1
Γ,0(Ω) such that∫

Ωt

∇(pt ◦ T−1
t ) · ∇(ψ ◦ T−1

t ) dxt

+

∫
Σt

(ut ◦ T−1
t )(ψ ◦ T−1

t ) dst = 0, ∀ψ ∈ H1
Γ,0(Ω).

(14)

Remark 1: Comparing these expressions with the characteriza-
tion of the minimizing element (ut, pt) of G(Σt, ·, ·) on H1(Ωt)×
H1

Γ,0(Ωt) which satisfies equations (10) and (11), we see that
ut = ut ◦ T−1

t , ut = ut ◦ Tt, pt = pt ◦ T−1
t and pt = pt ◦ Tt. So,

(ut, pt) is actually the solution (ut, pt) of equations (10) and (11)
in Ωt transported back onto the fixed domain Ω by the change of
variables induced by the transformation Tt.

Using the transformation Tt and Proposition 1(i), we can rewrite
the Lagrangian (12) on Ω as

G̃(t, φ, ψ) =
1

2

∫
Σ

wtφ
2 ds+

∫
Ω

At∇φ · ∇ψ dx

−
∫
Σ

wtλψ ds+

∫
Γ

wt(φ− 1)∂νψ ds. (15)

Furthermore, in view of Lemma 1, we find that the saddle point
(ut, pt) of the above Lagrangian is, in fact, the solution of the
following variational systems:
State equations. Find ut ∈ H1(Ω) such that∫

Ω

At∇ut · ∇φ dx−
∫
Σ

wtλφ ds

+

∫
Γ

wt(u
t − 1)∂νφ ds = 0,∀φ ∈ H1

Γ,0(Ω). (16)

Adjoint state equations. Find pt ∈ H1
Γ,0(Ω) such that∫

Ω

At∇pt · ∇φ dx+

∫
Σ

wtu
tφ ds = 0, ∀φ ∈ H1

Γ,0(Ω). (17)

Hereafter, a theorem concerning the differentiability of a minimax
will come into play. In particular, we will apply Theorem 2 (see
Appendix) due to [13] in order to get the first-order shape derivative
of J . To do this, we need to verify the four assumptions (H1)–(H4)
of the theorem.

Verification of Condition (H1). First, assume that V ∈ V .
Choose a sufficiently small number τ > 0 such that there exist
two constants α1, α2 (0 < α1 < α2), α1 ≤ It(= |It|) ≤ α2, for
all t ∈ [0, τ ] (cf. [7, Lem. 6]). So, we can find a number β > 0 such
that At ≥ βI2 for all t ∈ [0, τ ], where I2 is the two-dimensional
identity matrix (cf. [7, Lem. 11]). The existence and uniqueness of
solution ut of (13) is now easily verified as shown in [7, Sec. 4.2].
Meanwhile, the existence and uniqueness of solution pt of (14) can
also be shown by following a similar reasoning delivered in [7, Sec.
4.2], and by taking the test function φ = pt in (17). Hence,

∀t ∈ [0, τ ] : X(t) = {ut} ̸= ∅, Y (t) = {pt} ̸= ∅.

Thus, (H1) is satisfied.
Verification of Condition (H2). The partial derivative of

G̃(t, φ, ψ) with respect to the parameter t is characterized by

∂tG̃(t, φ, pt) =
1

2

∫
Σ

w′
tφ

2 ds+

∫
Ω

A′
t∇φ · ∇ψ dx−

∫
Σ

w′
tλψ ds.

Since V ∈ D1(R2,R2), then t 7→ DTt is continuous in [0, τ ] (cf.
[7, Lemma 11]). Hence, ∂tG̃(t, φ, φ) is well-defined and it exists
everywhere on [0, τ ], for all φ ∈ H1(Ω) and ψ ∈ H1

Γ,0(Ω). Thus,
assumption (H2) is satisfied.

Verification of Conditions (H3) and (H4). We first show that for
any sequence {tn} ⊂ [0, τ ], such that tn → 0, there exists a sub-
sequence of {utn , ptn} (which is still denoted by {utn , ptn}) such
that (utn , ptn)⇀ (u0, p0) = (u, p) weakly in H1(Ω)×H1

Γ,0(Ω),
where (u, p) is the solution of systems (8) and (9). To do this, we
need to show that (ut, pt) is bounded in H1(Ω)×H1

Γ,0(Ω). In view
of the discussion delivered in [7], one easily finds that ut is bounded
in H1(Ω). Also, following a similar line of arguments laid out in
[7, Section 4.2], we find that pt is bounded in H1

Γ,0(Ω). Hence, the
pair (ut, pt) is bounded in H1(Ω) × H1

Γ,0(Ω), and so, there is a
subsequence {utn , ptn} and a pair (z, q) in H1(Ω)×H1

Γ,0(Ω) such
that (utn , ptn) ⇀ (z, q) weakly in H1(Ω) × H1

Γ,0(Ω). The pair
(z, q) can be characterized by passing to the limit in the variational
equations∫

Ω

Atn∇u
tn · ∇φ dx−

∫
Σ

wtnλφ ds

+

∫
Γ

wtn(u
tn − 1)∂νφ ds = 0, ∀φ ∈ H1

Γ,0(Ω);∫
Ω

Atn∇p
tn · ∇φ dx+

∫
Σ

wtnu
tnφ ds = 0, ∀φ ∈ H1

Γ,0(Ω).
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By passing to the limit, (z, q) is characterized by∫
Ω

∇z · ∇φ dx−
∫
Σ

λφ ds+

∫
Γ

(z − 1)∂νφ ds = 0,

∀φ ∈ H1
Γ,0(Ω);∫

Ω

∇q · ∇φ dx+

∫
Σ

zφ ds = 0, ∀φ ∈ H1
Γ,0(Ω).

By uniqueness (z, q) = (u, p), where (u, p) is the solution to
systems (13) and (14) at t = 0; that is, the pair (u, p) satisfies
the system∫

Ω

∇u · ∇φ dx−
∫
Σ

λφ ds+

∫
Γ

(u− 1)∂νφ ds = 0,

∀φ ∈ H1
Γ,0(Ω);∫

Ω

∇p · ∇φ dx+

∫
Σ

uφ ds = 0, ∀φ ∈ H1
Γ,0(Ω).

Furthermore, we can deduce the H1(Ω) × L2(Ω)-strong con-
vergence: (utn , ptn) → (u, p). Hence, (H3)(i) and (H4)(i) are
satisfied for the H2(Ω)×H1(Ω)-strong topology by the classical
regularity theorem (cf. [21]). Finally, assumptions (H3)(ii) and
(H4)(ii) are readily satisfied in view of the strong continuity of
(t, φ, ψ) 7→ ∂tG̃(t, φ, ψ).

We have just shown that all of the four assumptions in Theorem
2 are satisfied, and so, we have the derivative

dJ(Σ;V) = ∂tG̃(t, u, p)|t=0 =
1

2

∫
Σ

w′
0u

2 ds

+

∫
Ω

A′
0∇u · ∇p dx−

∫
Σ

w′
0λp ds. (18)

Here A′
0 = A =: divVI2 − (DV + (DV)T ) and w′

0 = divΣV.
This expression for the shape derivative of J can be written in
terms of the boundary integral. To do this, we recall the following
result whose proof can be found in [1] (see also [7, Lem. 32] for
an alternative proof).

Lemma 2: Let φ,ψ ∈ H2(Ω), where Ω is a C1,1-domain having
the boundary ∂Ω = Γ ∪ Σ (Γ ∩ Σ = ∅), and V be a vector field
belonging to V . Then,∫

Ω

A∇φ · ∇ψ dx =

∫
Ω

∆φ(V · ∇ψ) dx

+

∫
Ω

∆ψ(V · ∇φ) dx+

∫
Σ

(∇φ · ∇ψ)V · ν ds

−
∫
Σ

∂νφ(V · ∇ψ) ds−
∫
Σ

∂νψ(V · ∇φ) ds.

Taking φ and ψ as u and p in the previous lemma, and noting that
they satisfy equations (8) and (9), respectively, we get∫

Ω

A∇φ · ∇ψ dx =

∫
Σ

(∇u · ∇p)V · ν ds

−
∫
Σ

∂νu(V · ∇p) ds−
∫
Σ

∂νp(V · ∇u) ds

=

∫
Σ

(∇u · ∇p)V · ν ds−
∫
Σ

λ(V · ∇p) ds

+

∫
Σ

u(V · ∇u) ds.

However, ∇(u2) = 2u∇u, so∫
Ω

A∇φ · ∇ψ dx =

∫
Σ

(∇u · ∇p)V · ν ds

−
∫
Σ

λ(V · ∇p) ds+ 1

2

∫
Σ

(V · ∇u2) ds.

Therefore, the computed shape derivative (18) is equivalent to

dJ(Σ;V)

=

∫
Σ

[
V · ∇

(
1

2
u2 + λp

)
+

(
1

2
u2 + λp

)
divΣV

]
ds

+

∫
Σ

(∇u · ∇p)V · ν ds. (19)

We further characterize the derivative dJ(Σ;V). First, we note
that the map V ∋ V 7→ dJ(Σ;V) is linear and continuous (cf.
[7]), and so J(Σ) is indeed shape differentiable. Then, according
to Hadamard-Zolésio structure theorem (cf. [14]), there is a scalar
distribution g ∈ D1(Σ)′ such that dJ(Σ;V) =

∫
Σ
gΣV · νds.

If we assume that the boundary of Ω is a C1,1, then we see that
(u, p) ∈ H2(Ω) × (H2(Ω) ∩ H1

0 (Ω)) (cf. [7, Thm. 29]). This
regularity of the pair (u, p) implies that we can use the Hadamard’s
domain and boundary differentiation formulas [14]:

d

dt

{∫
Ωt

F (t, x) dxt

}∣∣∣∣
t=0

=

∫
Ω

∂tF (0, x) dx

+

∫
∂Ω

F (0, s)V · ν ds; (20)

d

dt

{∫
∂Ωt

F (t, x) dst

}∣∣∣∣
t=0

=

∫
∂Ω

∂tF (0, s) ds

+

∫
∂Ω

(∂νF + κF (0, s))V · ν ds,
(21)

where F : [0, τ ] × Rd → R is a sufficiently smooth functional.
Thus, we can compute the partial derivative ∂tG̃(t, u, p) from the
expression (12) using the above formulas. That is, we have

∂tG̃(0, u, p) =
d

dt
{I1(t) + I2(t) + I3(t) + I4(t)}

∣∣∣∣
t=0

,

where

I1(t) =
1

2

∫
Σt

(u ◦ T−1
t )2 dst;

I2(t) =

∫
Ωt

∇(u ◦ T−1
t ) · ∇(p ◦ T−1

t ) dxt;

I3(t) =

∫
Γt

(u ◦ T−1
t − 1)∂ν(p ◦ T−1

t ) dst;

I4(t) = −
∫
Σt

λ(p ◦ T−1
t ) dst.

Taking into account Proposition 1(iii), the expressions for I′1(0),
I′2(0), I′3(0) and I′4(0) are easily computed as follows. For the first
integral, we have

d

dt
I1(t)

∣∣∣∣
t=0

=

∫
Σ

∂t

[
1

2
(u ◦ T−1

t )2
]∣∣∣∣
t=0

ds

+

∫
Σ

[
∂ν

(
1

2
u2

)
+ κ

1

2
u2

]
V · ν ds

= −
∫
Σ

u(∇u ·V) ds+
1

2

∫
Σ

(
∂νu

2 + κu2)V · ν ds.

Meanwhile,

d

dt
I2(t)

∣∣∣∣
t=0

=

∫
Ω

∂t
{
∇(u ◦ T−1

t ) · ∇(p ◦ T−1
t )

}∣∣
t=0

dx

+

∫
∂Ω

(∇u · ∇p)V · ν ds

=

∫
Ω

∂t
{
∇(u ◦ T−1

t )
}∣∣
t=0

∇p dx

+

∫
Ω

∂t
{
∇(p ◦ T−1

t )
}∣∣
t=0

∇u dx

+

∫
∂Ω

(∇u · ∇p)V · ν ds

=

∫
Ω

∇(−∇u ·V)∇p dx

+

∫
Ω

∇(−∇p ·V)∇u dx+

∫
∂Ω

(∇u · ∇p)V · ν ds.
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We know by definition that the perturbation field V vanishes at the
fixed boundary Γ, i.e., V|Γ = 0. Hence, by Green’s first identity,
we obtain the following simplification for I′2(0):

d

dt
I2(t)

∣∣∣∣
t=0

=

∫
Ω

∆p(∇u ·V) dx−
∫
Σ

∂νp(∇u ·V) ds

+

∫
Ω

∆u(∇p ·V) dx−
∫
Σ

∂νu(∇p ·V) ds

+

∫
∂Σ

(∇u · ∇p)V · ν ds.

Note that u and p are solutions of systems (8) and (9), respectively.
So,

d

dt
I2(t)

∣∣∣∣
t=0

= −
∫
Σ

p(∇u ·V) ds−
∫
Σ

λ∇p ·V ds

+

∫
Σ

(∇u · ∇p)V · ν ds.

For the third integral, we have

d

dt
I3(t)

∣∣∣∣
t=0

=

∫
Γ

∂t
[
(u ◦ T−1

t − 1)∂ν(p ◦ T−1
t )

]∣∣
t=0

ds

−
∫
Γ

[∂ν((u− 1)∂νp) + κλp]V · ν ds

= −
∫
Γ

[∇u ·V∂νp+ u∇(∂νp) ·V] ds

−
∫
Γ

[∂ν((u− 1)∂νp) + κλp]V · ν ds.

But V vanishes at Γ, so, I′3(0) = 0.
Remark 2: The above computation of the derivative I′2(0) pro-

vides an alternative proof of Lemma 2 which was proven in [7] and
[25] in different ways.

Finally, for the fourth integral, we have

d

dt
I4(t)

∣∣∣∣
t=0

=
d

dt

{
−
∫
Σt

λ(p ◦ T−1
t ) dst

}∣∣∣∣
t=0

= −
∫
Σ

∂t
[
λ(p ◦ T−1

t )
]∣∣
t=0

ds

−
∫
Σ

[∂ν(λp) + κλp]V · ν ds

=

∫
Σ

λ∇p ·V ds−
∫
Σ

(λ∂νp+ κλp)V · ν ds.

Adding all these terms yields the desired expression for dJ(Σ;V),
that is,

dJ(Σ;V)

=

∫
Σ

[
∂

∂ν

(
1

2
u2 − λp

)
+

(
1

2
u2 − λp

)
κ+∇u · ∇p

]
V · ν ds.

The above result can be obtained directly from (19). To see this,
one simply employs the following result referred to as the tangential
Green’s formula (cf. [23, Lemma 3.3], [8, Lemma 2.15, Eq. 19]).

Lemma 3 (Tangential Green’s formula): Let U be a bounded
domain of class C1,1 and Ω ⊂ U with boundary Γ. Also consider
V ∈ C1,1([0, tV ]× U,R2) and f ∈W 2,1(U)∫

Γ

(fdivΓV +∇Γf ·V) ds =

∫
Γ

κfV · ν ds, (22)

where κ is the curvature of Γ and the tangential gradient ∇Γ is
given by

∇Γf = ∇f |Γ − (∂νf)ν.

By using (19) and by taking f = 1
2
u2−λp in equation (22), we get

the same expression for the shape derivative dJ(Σ;V). In summary,
we have proven the following result differently from [25].

Theorem 1: Let Ω ⊂ R2 be a C1,1-bounded domain and con-
sider the shape optimization problem (2) where the state function
u is the solution of the mixed-boundary value problem (3). Then,

the shape derivative of J at Σ in the direction of the perturbation
field V ∈ V , where V is defined by (5), is given by

dJ(Σ;V)

=

∫
Σ

[
∇

(
1

2
u2 − λp

)
·V +

(
1

2
u2 − λp

)
divΣV

]
ds

+

∫
Σ

[(∇u · ∇p)V · ν] ds.

Further, if Σ has C2-regularity (or ∂Ω is C1,1), then

dJ(Σ;V)

=

∫
Σ

[
∂

∂ν

(
1

2
u2 − λp

)
+

(
1

2
u2 − λp

)
κ

]
V · ν ds

+

∫
Σ

[∇u · ∇p]V · ν ds. (23)

Here, the adjoint state p ∈ H1
Γ,0(Ω) satisfies the variational equation∫

Ω

∇p · ∇ψ dx+

∫
Σ

uψ ds = 0,

for all ψ ∈ H1
Γ,0(Ω).

A. Function Space Embedding Technique
This section is devoted to the function space embedding tech-

nique. It means that the state and adjoint states are defined on a
large enough domain D called a hold-all [14] which contains all
the transformations {Ωt : 0 ≤ t ≤ τ} of the reference domain Ω
for some small enough number τ > 0.

Let D = R2. Then we differentiate with respect to t the minimax

J(Σt) = min
Φ∈H1(R2)

max
Ψ∈H1

Γ,0(R
2)
G(Σt,Φ,Ψ),

where the new Lagrangian functional G(Σt,Φ,Ψ) is given by

G(t,Φ,Ψ) =
1

2

∫
Σt

Φ2 dst +

∫
Ωt

∇Φ · ∇Ψdxt

−
∫
Σt

λΨdst +

∫
Γ

(Φ− 1)∂νΨ. (24)

For sufficiently smooth domain Ωt (in our case ∂Ωt is C1,1),
the unique solution (ut, pt) of systems (16) and (17) belongs to
H2(Ωt)× (H2(Ωt) ∩H1

Γ,0(Ωt)) instead of H1(Ωt)×H1
Γ,0(Ωt).

Therefore, the set X × Y ⊂ H2(R2) × H2(R2) and the set of
saddle points S(t) = X(t) × Y (t), which is not a singleton set
anymore, are given by

X(t) = {Φ ∈ H2(R2) : Φ|Ωt = ut};
Y (t) = {Ψ ∈ H2(R2) : Ψ|Ωt = pt},

where (ut, pt) is the unique solution in H2(Ωt)×H2(Ωt) to the
saddle point equations (16) and (17).

We now verify the four assumptions of Theorem 2.
Verification of Condition (H1). Construct a linear and continu-

ous extension Π : H2(Ω) → H2(R2) and define an extension
Πt : H

2(Ωt) → H2(R2), Π(ϕ) = [Π(ϕ ◦ Tt)] ◦ T−1
t . We see that

we can define the extensions Φt = Πtut and Ψt = Πtpt of ut and
pt, respectively. So, Φt ∈ X(t) and Ψt ∈ Y (t). These show the
existence of a saddle point, i.e., S(t) ̸= ∅. Thus, (H1) is satisfied.

Verification of Condition (H2). To check (H2), we compute the
partial derivative of the expression (24) using Hadamard’s formulas
(20) and (21):

∂tG(t,Φ,Ψ) =

∫
Σt

(
∂

∂ν

(
1

2
Φ2

)
+

1

2
Φ2κ

)
Vt · νt dst

+

∫
Ωt

(∇Φ · ∇Ψ)Vt · νt dxt

−
∫
Σt

(
∂(λΨ)

∂ν
+ λΨκ

)
Vt · νt dst, (25)
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where νt denotes the outward unit normal to the boundary Σt. Since
V ∈ D1(R2,R2), the expression ∂tG(t,Φ,Ψ) exists everywhere in
[0, τ ] for all (Φ,Ψ) ∈ H1(R2)×H1(R2). Hence (H2) is satisfied.

Verification of Conditions (H3) and (H4). For C1,1-domain Ω
and vector fields V ∈ D1(R2,R2), we have shown in Section III
that (ut, pt) converges to (ut, pt) in the H2 ×H1-strong topology
as t goes to zero. Hence, Φt → Φ = Πut and Ψt → Ψ = Πpt
strongly in H2(R2) by using the following lemma.

Lemma 4 ( [14]): Given any integer m ≥ 1, a velocity field
V ∈ Dm(Rd,Rd), and a function Π ∈ Hm(Rd), if ut → u0 in
Hm(Ω)-strong, then Φt → Φ0 in Hm(Ω)-strong, where Φt :=
(Πut) ◦ T−1

t . One can also show that the above result also holds
for the weak topology of Hm(Rd).

Furthermore, assumptions (H3)(i) and (H4)(i) are satisfied for
the H2 ×H2-strong topology.

Now let us check (H3)(ii) and (H4)(ii). Since (Φ,Ψ) ∈
H2(R2) × H2(R2), we can use Stoke’s formula to rewrite (25)
as

∂tG(t,Φ,Ψ)

=

∫
Ωt

div

{[(
∂

∂ν

(
1

2
Φ2

)
+

1

2
Φ2κ

)
+ (∇Φ · ∇Ψ)

]
Vt

}
dxt

−
∫
Ωt

div

{[(
∂(λΨ)

∂ν
+ λΨκ

)]
Vt

}
dxt

=:

∫
Ωt

div(FVt)dxt.

Here we have used the fact that ∂Ωt = Γ∪Σt and that V vanishes
on the boundary Γ. Evidently, the map (Φ,Ψ) 7→ F (Φ,Ψ) is
bilinear and continuous. Similarly, since V ∈ D1(R2,R2), the map

(t, F ) 7→
∫
Ω

(div FVt) ◦ TtIt dx

from [0, τ ] × X × Y to R is continuous. Therefore, (H3)(ii) and
(H4)(ii) are verified. This completes the verification of the four
assumptions of Theorem 2.

Consequently, we obtain

dJ(Σ;V) = min
Φ∈X(0)

max
Ψ∈Y (0)

∂tG(t,Φ,Ψ)|t=0 . (26)

Furthermore, we note that the expression (25) can be expressed in
terms of a boundary integral on Σ (as shown in the previous section)
which will not depend on (Φ,Ψ) outside of Ωt. So, the inf and the
sup in (26) can be dropped, giving us the same expression as in
(23). This ends the computation.

IV. NUMERICAL EXAMPLE

The existence of optimal solution of the shape optimization
problem (2)-(3) has already been studied in [10], and so we just
carry out here a numerical realization of the optimization problem.
To numerically solve the shape optimization problem, we employ an
iterative algorithm based on the H1 gradient method. This method
was introduced in [3] and was then called the traction method (see
also [4]). It was later on referred to as the H1 gradient method
in [5], and was compared with other techniques was described in
[6]. The basic idea of the gradient method in a Hilbert space was
presented in [27]. For more details of this method, we refer the
readers to the aforementioned papers.

The optimization algorithm using the H1 gradient method can
be summarized as follows:

1) Define an initial domain Ω0 with boundary ∂Ω0 = Γ ∪ Σ0,
Γ∩Σ0 = ∅, and generate a finite element mesh on the given
domain.

2) Solve the state equation (10) and the adjoint state equation
(11) on the current domain Ω0.

3) Compute the descent direction Vk by traction method, i.e.,
by solving the following PDE system

−∆V+V = 0 in Ω, V = 0 on Γ,
∂V

∂ν
= −Gν on Σ,

where G denotes the kernel of the shape gradient given in
(23) with the domain Ω = Ωk.

4) Modify the current domain by the perturbation field Vk to
obtain a new domain. That is, define Ωk+1 := {x+tkVk(x) :
x ∈ Ωk}, for sufficiently small tk > 0, together with the
nodal points of the mesh.

5) Repeat step 2-4 until the domain Ωk converges.
For a concrete example of the problem, we consider the shape

optimization reformulation (2)-(3) of (1) with λ = −1. That is, we
consider the following optimization problem:

min
Σ
J(Σ) = min

Σ

1

2

∫
Σ

u2ds

where the state variable u satisfies

−∆u = 0 in Ω, u = 1 on Γ, ∂νu = −1 on Σ. (27)

We consider a fixed boundary Γ constructed in an arrow-shape
like figure, see Figure 1 (left). The free boundary is initially given
by circle with radius three, see Figure 1 (right). Implementing the
above algorithm in FreeFem++ (a free software for solving partial
differential equation), figures Figure 1–Figure 4 were obtained.

Fig. 1. Initial shape with mesh.

Fig. 2. Final shape with mesh.

The algorithm given above was performed in FreeFem++ with
the following set-up. The step size tk for perturbing the reference
domain can be calculated through line search techniques, such as
the Armijo-Goldstein line search strategy. In our implementation of
the algorithm, we chose an initial step size t0 = 3 and increase its
value whenever the condition J(Ωk+1) < J(Ωk) is met. Otherwise,
we decrease the current step size value in half and use it for
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-0.0529186
0.0260503
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0.131342
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0.236634
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0.447218
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0.55251
0.605156
0.657801
0.710447
0.763093
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0.868385
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1.05265

Final shape, Iteration 42, Cost Value = 9.38959e-08

Fig. 3. State solution on final shape.
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Fig. 4. Histories of the cost functional.

recalculation. Moreover, this new step size is chosen such that there
are no reversed triangles within the mesh of the new domain. The
iteration loop in the algorithm stops when the stopping criterion
J(Ωk) < 10−7 is already satisfied. This condition was met after
42 iterations with the resulting optimal shape depicted in Figure 2
with with cost value J(Ω42) = 9 × 10−8 as indicated in Figure
3 . The history of the cost functional values are shown in Figure
4. Notice that several fluctuations occur on the values of the cost
functional as shown, for instance, in iterations 7, 8 and 9. These
fluctuations occur due to the process of updating the step size tk
as described above.

V. CONCLUDING REMARK

We have successfully carried out the computation of the shape
derivative of the corresponding cost functional of the tracking
Dirichlet problem which is obtained through a reformulation of
the exterior Bernoulli free boundary problem in a shape optimiza-
tion setting. In particular, we have established the expression for
the shape derivative of the cost functional through a Lagrangian
formulation coupled with the velocity method. The Lagrangian
is expressed as the sum of a utility function plus the equality
constraints for the state variable which is actually a mixed-boundary
value problem. At this juncture, we mention that another (formal)
method that is often used to derive a shape derivative of a functional,
which has to be used with caution because it may yield the wrong
formula, is due to [12]. This method, known as Céa’s Lagrange
method, uses the same Lagrangian as the minimax formulation.

However, it requires that the shape derivatives of the state and the
adjoint equation exist and belong to the solution space of the PDE.
Indeed, we may define G(t, φ, ψ) := G(Σt, φ, ψ) where G is given
by (7) and assume that G is sufficiently differentiable with respect to
t, φ and ψ. Since the strong material derivative u̇ exists in H1

Γ,0(Ω)
(cf. [7]), then we may calculate the shape gradient as follows

dJ(Σ;V) =
d

dt
G(t, ut, p)

∣∣∣∣
t=0

= ∂tG(t, u, p)|t=0︸ ︷︷ ︸
shape gradient

+ ∂uG(0,u,p)[u̇]︸ ︷︷ ︸
adjoint equation

.

The second expression on the right-hand side of the above equation
vanishes due to u̇ ∈ H1

0 (Ω), and therefore we are left with
dJ(Σ;V) = d

dt
G(t, ut, p)

∣∣
t=0

. The boundary expression of the
shape derivative can be calculated without any difficulty following
the line of computations in Section III. Consequently, the computed
expression for the shape derivative corroborate the result in [25],
and we observe that the shape derivative of the cost functional J
depends on the normal component of the deformation field V at
the free boundary Σ; that is, there exists a function gΩ defined on
the free boundary Σ such that

dJ(Σ;V) =

∫
Σ

gΩV · ν ds.

This result agrees with the Hadamard-Zolésio structure theorem (cf.
[31] and [14, Remark 3.2, p. 481]). The fact that we can write the
shape derivative of J in terms of a boundary integral allowed us
to develop an efficient boundary variation algorithm based on the
modified H1 gradient method to numerically solve two concrete
examples of the shape optimization problem (2)-(27). Even though
shape optimization is, numerically, a very demanding process (cf.
[11], [30]), our results show that the proposed iterative algorithm
provides an (alternative) efficient numerical procedure in solving
the free boundary problem through shape optimization approach.

APPENDIX

We first introduce some notations. Consider a functional

G : [0, τ ]×X × Y → R,

for some τ > 0 and topological spaces X and Y . For each t in
[0, τ ], we define

g(t) = inf
x∈X

sup
y∈Y

G(t, x, y) and h(t) = sup
y∈Y

inf
x∈X

G(t, x, y)

and the associated sets

X(t) =

{
x̂ ∈ X : sup

y∈Y
G(t, x̂, y) = g(t)

}
, (28)

Y (t) =

{
ŷ ∈ Y : inf

x∈X
G(t, x, ŷ) = h(t)

}
. (29)

To complete the set of notations, we introduce the set of saddle
points

S(t) = {(x̂, ŷ) ∈ X × Y : g(t) = G(t, x̂, ŷ) = h(t)}, (30)

which may be empty. In general, we always have the inequality
h(t) ≤ g(t). Further, for a fixed t in [0, τ ], and for all (xt, yt) =
(x̂, ŷ) in X(t) × Y (t), h(t) ≤ G(t, xt, yt) ≤ g(t), and when
h(t) = g(t), the set of saddle points S(t) is exactly X(t)× Y (t).

Now, the objective of this method is to seek realistic conditions
under which the existence of the limit

dg(0) = lim
t↘0

g(t)− g(0)

t

is guaranteed. We are particularly interested on the situation when
G admits saddle points for all t in [0, τ ].

Now, we quote the improved version [14, Thm. 5.1, pp. 556–
559] of the theorem of Correa and Seeger. The result also applies
to situations when the state equation admits no unique solution and
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the Lagrangian admits saddle points. The proof of this theorem is
also given in the said reference.

Theorem 2 (Correa and Seeger, [13]): Let the sets X and Y ,
the real number τ > 0, and the functional

G : [0, τ ]×X × Y → R

be given. Assume that the following assumptions hold:
(H1) S(t) ̸= ∅, 0 ≤ t ≤ τ ;
(H2) for all (x, y) ∈ [∪{X(t) : 0 ≤ t ≤ τ} × Y (0)] ∪

[X(t)× ∪{Y (t) : 0 ≤ t ≤ τ}], the partial derivative
∂tG(t, x, y) exists everywhere in [0, τ ];

(H3) there exists a topology TX on X such that for any sequence
{tn : 0 < tn ≤ τ}, tn → t0 = 0, there exist an x0 ∈ X(0)
and a subsequence {tnk} of {tn}, and for each k ≥ 1, there
exists xnk ∈ X(tnk ) such that

(i) xnk → x0 in the TX -topology, and
(ii) for all y in Y (0),

lim inf
t↘0
k→∞

∂tG(t, xnk , y) ≥ ∂tG(0, x0, y); (31)

(H4) there exists a topology TY on Y such that for any sequence
{tn : 0 < tn ≤ τ}, tn → t0 = 0, there exist y0 ∈ Y (0)
and a subsequence {tnk} of {tn}, and for each k ≥ 1, there
exists xnk ∈ X(tnk ) such that

(i) ynk → y0 in the TY -topology, and
(ii) for all x in X(0),

lim sup
t↘0
k→∞

∂tG(t, x, ynk ) ≤ ∂tG(0, x, y0); (32)

Then, there exists (x0, y0) ∈ X(0)× Y (0) such that

dg(0) = inf
x∈X(0)

sup
y∈Y (0)

∂tG(0, x, y) = ∂tG(0, x0, y0)

= sup
y∈Y (0)

inf
x∈X(0)

∂tG(0, x, y). (33)

Thus (x0, y0) is a saddle point of ∂tG(0, x, y) on X(0)× Y (0).
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