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Abstract—This paper is concerned with the estimation problem for partially observed linear stochastic system. The state estimation equation is provided by applying general filter theory, then the state estimator is obtained. The likelihood function is given and estimators of two parameters are derived. The strong consistency and asymptotic normality of parameter estimators are proved by using ergodic theorem, Borel-Cantelli lemma, central limit theorem for stochastic integrals and the strong law of large numbers for Brownian motion. A numerical simulation example is presented to demonstrate the effectiveness of the estimators.
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I. INTRODUCTION

Stochastic differential equations have been widely used in many application areas such as biology, chemistry and medical science([4], [5]). Recently, stochastic differential equations have been applied to describe the dynamics of a financial asset, asset portfolio and term structure of interest rates, such as the popular Black-Scholes option pricing model([6]), Vasicek and Cox-Ingersoll-Ross pricing formulas for the zero coupon bond([8], [9], [27]), Chan-Karolyi-Longstaff-Sanders model([10]), Constantines model([11]), Ait-Sahalia model([1]). Some parameters in pricing formulas describe the related assets dynamic, however, these parameters are always unknown. In the past few decades, some authors studied the parameter estimation problem for economic models. For example, Yu([33]) used Gaussian approach to study the parameter estimation for continuous-time short-term interest rates model, Overback([23]), Ross([25]) and Wei([30]) investigated the parameter estimation problem for Cox-Ingersoll-Ross model by applying the maximum likelihood method, least-square method and Gaussian method respectively. Moreover, some popular methods have been used to estimate the parameters in general nonlinear stochastic differential equation. For instance, Bayes estimation([17], [19]), maximum likelihood estimation([3], [31], [32]) and least-square estimation([2], [20]). Some other methods such as minimum contrast estimation([16]), generalized method of moments([13]), M-estimation([26]) and threshold method([7]) have been discussed as well.

A variety of stochastic systems are defined by stochastic differential equations([24]), and sometimes the states of a stochastic system can not be observed completely. Many authors studied the state estimation problem for stochastic systems by using Kalman filtering or extend Kalman filtering([15], [21], [28], [29]). Furthermore, the parameters and states of a stochastic system are always unknown at the same time. Therefore, the parameter and state estimation needed to be solved simultaneously. In recent years, the parameter estimation problem for partially observed linear stochastic systems has been investigated. For example, Deck([12]) used Kalman filtering and Bayes method to study the linear homogeneous stochastic systems. Kan([14]) discussed the linear nonhomogenous stochastic systems based on the methods used in([12]). Mbalawata([22]) applied Kalman filtering and maximum likelihood estimation to investigate the parameter and state estimation for linear stochastic systems.

Although the parameter estimation for partially observed linear stochastic systems has been studied by some authors([12], [14], [22]), the asymptotic property of the parameter estimator has not been discussed in([22]), and only one parameter has been considered in([12], [14]). In this paper, the parameter estimation problem for partially observed continuous-time linear stochastic system with two parameters is investigated and the strong consistency and asymptotic normality of two parameter estimators are analyzed. Firstly, the state estimator is obtained by using the general filter theory. Secondly, the likelihood function is given based on the Girsanov theorem, the parameter estimator and the error of estimation are provided. Then, the strong consistency and asymptotic normality of two parameter estimators are proved by applying ergodic theorem, Borel-Cantelli lemma, central limit theorem for stochastic integrals and the strong law of large numbers for Brownian motion. Finally, the simulation is made to verify the effectiveness of the estimators.

This paper is organized as follows. In Section 2, we derive the state estimation equation and obtain the state estimator. In Section 3, the likelihood function is given, the parameter estimators and the error of estimation are obtained, and the strong consistency and asymptotic normality of two parameter estimators are discussed. In Section 4, a numerical simulation example is provided. The conclusion is given in Section 5.

II. PROBLEM FORMULATION AND PRELIMINARIES

In this paper, the estimation problem for partially observed linear stochastic system with two parameters is investigated. The stochastic system is described as follows:

\[
\begin{align*}
\frac{dX_t}{dX_t} &= (\alpha - \beta X_t) dt + dW_t, \quad X_0 = 0 \\
\frac{dY_t}{dY_t} &= (\alpha_1 - \beta_1 X_t) dt + dV_t, \quad Y_0 = 0,
\end{align*}
\]

(1)

where \(\alpha > 0\) and \(\beta > 0\) are two unknown parameters, \(\alpha > 0\) and \(\beta > 0\) are constants, \((W_t, t \geq 0)\) and \((V_t, t \geq 0)\) are independent Wiener processes, \(\{Y_t\}\) is observable while \(\{X_t\}\) is unobservable.

The likelihood function can not be given directly due to the unobservability of \(\{X_t\}\). Therefore, the estimation problem of \(\{X_t\}\) should be solved firstly.
According to (1), one has
\[ X_t = \int_0^t (\alpha - \beta X_s) ds + W_t. \]

Let
\[ h_t = X_t, \quad H_t = \alpha - \beta X_t, \quad x_t = W_t, \]
it can be checked that
\[ h_t = \int_0^t H_s ds + x_t, \]
where \( x_t \) is martingale.

Let
\[ m_t = \mathbb{E}[X_t^2 | Y_u, 0 \leq s \leq t]. \]
Then, from the general filter theory [18], we have
\[ m_t = m_0 + \int_0^t (\alpha - \beta m_s) ds \]
\[ - \int_0^t \beta (\mathbb{E}[X_s^2 | Y_u, 0 \leq u \leq s] - m_s^2) dW_s, \]
where
\[ W_t = \int_0^t dY_s - (\alpha - \beta m_s) ds. \]

Let
\[ \gamma_t = \mathbb{E}[X_t^2 | Y_u, 0 \leq s \leq t] - m_t^2. \]
Substituting (7) into (6), we obtain
\[ dm_t = (\alpha - \beta m_t) dt - \beta \gamma_t dW_t, \quad m_0 = 0. \]

According to (1) and Itô lemma, one has
\[ X_t^2 = \int_0^t (2X_s(\alpha - \beta X_s) + 1) ds + 2 \int_0^t X_s dW_s. \]

Let
\[ \tilde{H}_t = X_t^2, \quad \tilde{H}_t(t) = 2X_t(\alpha - \beta X_t) + 1, \quad \tilde{x}_t = 2 \int_0^t X_s dW_s. \]

Therefore,
\[ \tilde{h}_t = \int_0^t \tilde{H}_s ds + \tilde{x}_t, \]
where \( \tilde{x}_t(t) \) is martingale.

Let
\[ n_t = \mathbb{E}[X_t^2 | Y_u, 0 \leq s \leq t]. \]
Then, it can be checked that
\[ n_t = n_0 + \int_0^t (2\alpha m_s - 2\beta n_s + 1) ds \]
\[ - \beta \int_0^t (\mathbb{E}[X_s^3 | Y_u, 0 \leq u \leq s] - n_s m_s) dW_s. \]
From (8), we have
\[ m_t^2 = m_0^2 + \int_0^t (2m_s(\alpha - \beta m_s) + \beta^2 \gamma_s^2) ds - \int_0^t 2\beta_1 m_s \gamma_s dW_s. \]
Hence,
\[ \gamma_t = n_t - m_t^2 \]
\[ = \gamma_0 + \int_0^t (-2\beta \gamma_s + \sigma^2 - \beta^2 \gamma_s^2) ds \]
\[ - \beta \int_0^t \mathbb{E}[X_s^3 | Y_u, 0 \leq u \leq s] - n_s m_s - 2m_s \gamma_s dW_s. \]
Since
\[ \mathbb{E}[X_s^3 | Y_u, 0 \leq u \leq s] = 3n_s m_s - 2m_s^2 \]
\[ = n_s m_s + 2m_s \gamma_s, \]
we obtain
\[ \gamma_t = \gamma_0 + \int_0^t (-2\beta \gamma_s + 1 - \beta^2 \gamma_s^2) ds. \]
Namely,
\[ d\gamma_t = -\beta^2 \gamma_t^2 dt - 2\beta \gamma_t dt + 1. \]
It is easy to check that
\[ \gamma_t \to \gamma = -\beta + \frac{\beta^2 + \beta^4}{2}. \]

We assume that system (8) has reached the steady state, i.e.,
\[ dm_t = (\alpha - \beta m_t) dt - \beta \gamma_t dW_t, \quad m_0 = 0. \]
Therefore, on has
\[ m_t = \frac{\alpha}{\beta} (1 - e^{-\beta t}) - \beta_1 \gamma e^{-\beta t} \int_0^t e^{\beta t} dW_s. \]
From (6), we have
\[ dY_t = (\alpha_1 - \beta_1 m_t) dt + dW_t. \]

Remark 1: System (8) reaches the steady state means that the Riccati equation satisfies \( \frac{d\gamma}{dt} = 0 \). Hence, we obtain \( \gamma_t = \gamma \). The details can be found in [5].

III. MAIN RESULT AND PROOFS

In the following theorem, the maximum likelihood estimators are obtained and the strong consistency of the maximum likelihood estimators are proved by applying ergodic theorem, maximal inequality for martingale, Borel-Cantelli lemma and the strong law of large numbers for Brownian motion.

Theorem 1: The maximum likelihood estimators \( \hat{\alpha}_1 \) and \( \hat{\beta}_1 \) have the following expressions:
\[
\begin{align*}
\hat{\alpha}_1 &= \left( Y_t - Y_0 \right) \int_0^t m_s^2 ds - \int_0^t m_s dY_s \int_0^t m_s ds \left( \int_0^t m_s ds \right)^2 \\
\hat{\beta}_1 &= \left( Y_t - Y_0 \right) \int_0^t m_s ds - t \int_0^t m_s dY_s \\
&\quad \int_0^t m_s^2 ds - \left( \int_0^t m_s ds \right)^2 
\end{align*}
\]
Moreover, when \( T \to \infty \), \( \hat{\alpha}_1 \) and \( \hat{\beta}_1 \) are strong consistent, i.e.
\[ \hat{\alpha}_1 \overset{a.s.}{\to} \alpha_1, \quad \hat{\beta}_1 \overset{a.s.}{\to} \beta_1. \]

Proof:
According to (19), the likelihood function has the following expression:

\[ \ell_t(\alpha_1, \beta_1) = \int_0^t (\alpha_1 - \beta_1 m_s) dY_s - \frac{1}{2} \int_0^t (\alpha_1 - \beta_1 m_s)^2 ds. \]  

(20)

Solving the equation set

\[
\begin{align*}
\frac{\partial \ell_t(\alpha_1, \beta_1)}{\partial \alpha_1} &= 0, \\
\frac{\partial \ell_t(\alpha_1, \beta_1)}{\partial \beta_1} &= 0,
\end{align*}
\]

(21)

we obtain the maximum likelihood estimators

\[
\begin{align*}
\hat{\alpha}_1 &= \left( Y_t - Y_0 \right) - \int_0^t m_s dY_s - t \int_0^t m_s ds - \left( \int_0^t m_s ds \right)^2 \\
\hat{\beta}_1 &= \left( Y_t - Y_0 \right) - \int_0^t m_s dY_s - t \int_0^t m_s ds - \left( \int_0^t m_s ds \right)^2.
\end{align*}
\]

(22)

From (19), one has

\[ \int_0^t m_s dY_s = \alpha_1 \int_0^t m_s ds - \beta_1 \int_0^t m_s ds + \int_0^t m_s dW_s, \]

(23)

\[ Y_t - Y_0 = \alpha_1 t - \beta_1 t + \int_0^t m_s ds + W_t. \]

(24)

Substituting (23) and (24) into the expression of \( \hat{\alpha}_1 \), we obtain

\[ \hat{\alpha}_1 - \alpha_1 = \frac{\int_0^t m_s ds}{W_t t} \left. \right|_{t=0}^{t=1} - \frac{1}{2} \int_0^t m_s ds \]

\[ - \frac{1}{2} \int_0^t m_s ds \left( \int_0^t m_s ds \right)^2 - \frac{1}{2} \int_0^t m_s dW_s \left. \right|_{t=0}^{t=1} \]

\[ - \frac{1}{2} \int_0^t m_s ds \left( \int_0^t m_s ds \right)^2 = \frac{1}{2} \int_0^t m_s ds - \frac{1}{2} \int_0^t m_s dW_s - \frac{1}{2} \int_0^t m_s ds \left( \int_0^t m_s ds \right)^2. \]

(25)

(26)

By using ergodic theorem, it can be checked that

\[ \frac{1}{t} \int_0^t m_s ds \xrightarrow{a.s.} \alpha \beta, \]

(27)

According to the strong law of large numbers for Brownian motion, we have

\[ \frac{W_t}{t} \xrightarrow{a.s.} 0. \]

(28)

From the maximal inequality for martingale and Borel-Cantelli lemma, one has

\[ \frac{1}{t} \int_0^t m_s dW_s \xrightarrow{a.s.} 0. \]

(29)

From above results, we obtain

\[ \hat{\alpha}_1 \xrightarrow{a.s.} \alpha_1. \]

(30)

Since \( \hat{\alpha}_1 \xrightarrow{a.s.} \alpha_1 \), \( \frac{W_t}{t} \xrightarrow{a.s.} 0 \), \( \frac{1}{t} \int_0^t m_s ds \xrightarrow{a.s.} 0 \), one has

\[ \frac{\hat{\beta}_1}{\beta_1} \xrightarrow{a.s.} 1. \]

Therefore, the maximum likelihood estimators \( \hat{\alpha}_1 \) and \( \hat{\beta}_1 \) are strongly consistent. The proof is complete.

In the following theorem, the asymptotic normality of the error estimation is proved by using the central limit theorem for stochastic integrals and the ergodic theorem.

Theorem 2: When \( t \to \infty \),

\[ \sqrt{t} (\hat{\alpha}_1 - \alpha_1) \xrightarrow{d} N(0, \frac{2\alpha^2 + \beta^2 \gamma^2}{\beta^2 \gamma^2}). \]

and

\[ \sqrt{t} (\hat{\beta}_1 - \beta_1) \xrightarrow{d} N(0, \frac{2\beta}{\beta^2 \gamma^2}). \]

Proof: Since

\[ \mathbb{E} \int_0^t m_s dW_s = 0, \]

and

\[ \mathbb{E} \left( \int_0^t m_s dW_s \right)^2 = \int_0^t \mathbb{E} m_s^2 ds \]

\[ = \frac{\alpha^2}{\beta^2} \left( 1 - e^{-\beta t} \right)^2 t + \frac{\beta^2 \gamma^2 \left[ 1 - e^{-2\beta t} \right]}{2\beta}. \]

According to the central limit theorem for stochastic integrals, it follows that

\[ \sqrt{t} \int_0^t m_s dW_s \xrightarrow{d} N(0, \frac{\alpha^2}{\beta^2} + \frac{\beta^2 \gamma^2}{2\beta}). \]

As \( \sqrt{t} \int_0^t \frac{m_s}{t} dW_s \xrightarrow{d} N(0, 1) \), together with (25) and (26), one has

\[ \sqrt{t} (\hat{\alpha}_1 - \alpha_1) \xrightarrow{d} N(0, \frac{2\alpha^2 + \beta^2 \gamma^2}{\beta^2 \gamma^2}). \]

By applying the same method, it can be checked that

\[ \sqrt{t} (\hat{\beta}_1 - \beta_1) \xrightarrow{d} N(0, \frac{2\beta}{\beta^2 \gamma^2}). \]

The proof is complete.

Remark 2: When the parameters \( \alpha_1 \) and \( \beta_1 \) are unknown, we have obtained the estimators and proved the consistency and asymptotic normality of the estimators. However, when \( \alpha \) and \( \beta \) are unknown, the likelihood function and the proof will be different. We will give the specific steps below.

According to (17), the likelihood function has the following expression:

\[ \ell_t = \int_0^t (\alpha - \beta m_s) dW_s - \frac{1}{2} \int_0^t (\alpha - \beta m_s)^2 ds. \]

(31)

Since \( \beta \) is in the expression of \( \gamma \), it is difficult to obtain the explicit formula of the estimator of \( \beta \). Thus, we discuss the parameter estimation problem of \( \alpha \) and \( \beta \) separately.

When \( \alpha \) is unknown, it is easy to check that

\[ \hat{\alpha} = \frac{1}{t} m_t + \frac{1}{t} \int_0^t m_s ds. \]
Since $\frac{1}{2}m_t \overset{a.s.}{\rightarrow} 0$ and $\frac{1}{2} \int_0^t m_s ds \overset{a.s.}{\rightarrow} \frac{\alpha}{\beta}$, it follows that

$\hat{\alpha} \overset{a.s.}{\rightarrow} \alpha$.

When $\beta$ is unknown, it is difficult to obtain the explicit formula of the estimator. We assume that $\hat{\beta}_0$ is the true parameter. According to (17), it can be checked that

$$
\ell_t(\beta) = \int_0^t (\alpha - \beta m_s) ds - \frac{1}{2} \int_0^t (\alpha - \beta m_s)^2 ds
$$

$$
= \int_0^t (\alpha - \beta m_s) \beta \gamma ds - \frac{1}{2} \int_0^t (\alpha - \beta m_s)(\alpha - \beta m_s) ds
$$

$$
= \int_0^t (\alpha - \beta m_s)\gamma ds - \beta \gamma \int_0^t m_s ds + \frac{2\beta \beta_0 - 2}{2} \int_0^t m_s ds
$$

$$
= \int_0^t (\alpha - \beta m_s)\gamma ds - \beta \gamma \int_0^t m_s ds + \frac{2\beta \beta_0 - 2}{2} \int_0^t m_s ds
$$

$$
\overset{a.s.}{\rightarrow} 0,
$$

with (25) and (26), it follows that

$$
\ell_t(\beta) \overset{a.s.}{\rightarrow} \frac{1}{4}(\alpha - \beta_0) \gamma \int_0^t m_s ds - \frac{1}{4}(\alpha - \beta_0) \gamma \int_0^t m_s ds
$$

It is obviously that $\ell_t(\beta) \overset{a.s.}{\rightarrow} 0$, together with (25) and (26), it follows that

$$
\hat{\beta} \overset{a.s.}{\rightarrow} \beta_0.
$$

IV. SIMULATION

In system (1), let $\alpha = 8, \beta = 7$, step size $\Delta = 0.005$. For every given true value of the parameters $\alpha_1, \beta_1$, the size of the sample is represented as “Size $n$” and given in the first column of the table. In Table 1, the size is increasing from 1000 to 10000. This table lists the value of “$\alpha_1 - MLE, \beta_1 - MLE$” and the Absolute Errors (AE). The table illustrates that the Absolute Errors of $\alpha_1$ and $\beta_1$ depend on the size of given value of $\alpha_1$ and $\beta_1$. But under normal distribution, there is no obvious difference between estimator and true value, estimators-$\hat{\alpha}_1$ and $\hat{\beta}_1$ are good.

V. CONCLUSION

The aim of this paper is to estimate two parameters for partially observed linear stochastic system. The state estimator has been obtained by using general filter theory. The likelihood function has been given and the parameter estimators and the error of estimation have been derived. The strong consistency and asymptotic normality of two parameter estimators are proved by applying ergodic theorem, Borel-Cantelli lemma and the strong law of large numbers for Brownian motion. Further research topics will include the parameter estimation for partially observed nonlinear stochastic systems.

| Table I: MLE Simulation Results of $\alpha_1$ and $\beta_1$ | $\Delta = 0.005, \alpha = 8, \beta = 7$ |
|---|---|---|---|---|
| $\alpha_1, \beta_1$ | True | $\hat{\alpha}_1$ | $\hat{\beta}_1$ | AE |
| (1.5,1) | 1000 | 1.4494 | 1.0651 | 0.0506 | 0.0651 |
| (2,1) | 5000 | 1.4568 | 0.9429 | 0.0432 | 0.0571 |
| (2.5,1.5) | 10000 | 1.5050 | 1.0230 | 0.0050 | 0.0230 |
| (3.2) | 1000 | 1.9536 | 1.0667 | 0.0464 | 0.0667 |
| (2.1) | 5000 | 2.0355 | 1.0471 | 0.0355 | 0.0471 |
| (2.5,1.5) | 10000 | 2.0080 | 1.0112 | 0.0080 | 0.0112 |
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