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Abstract—In this paper, we consider the expansion of linear
inequality and some related theorems in the fuzzy case, and
propose an optimization criterion of fuzzy linear problems.
Firstly, the fuzzy version of Tucker’s lemma is carried out,
and then based on the fuzzy Tucker’s lemma, it is proved
that Tucker-First existence theorm and Tucker-second existence
theorem are established, thus the Motzkin’s theorem is deduced.
Finally, Farka’s theorem is deduced to construct the optimiza-
tion criterion of fuzzy linear programming by fuzzy Farka’s
theorem.

Index Terms—Fuzzy numbers, Linear optimization, Duality
method.

I. INTRODUCTION

AFTER leading the concept of fuzzy set in [28], many
applications of fuzzy sets have been developed. One of

them is fuzzy optimization, it explains any imprecision in
the optimization problems. The fuzzy optimization problems
were introduced by Bellman and Zadeh in [1]. They think
that a fuzzy decision can be considered as a fuzzy target
and a constraint problem at the intersection. Then, many
articles about fuzzy optimization were published. In this
direction, we are here to mention that some of the recent
work have been carried out , [15] used unified approach
to investigate Fuzzy mathematical programming. The large
scale fuzzy and possibilistic optimization problems have been
studied by Lodwick and Bachman in [8]. Lodwick et al. in [9]
and [10] have studied distinctions and relation-ships between
fuzzy and possibilistic, individually.Barkley and Abdallah
[2] have applied the Monte Carlo methods in fuzzy theory.
[3] basically introduced the main models and methods of
fuzzy linear programming. Several authors put forward the
optimality conditions for the fuzzy optimization problem (see
[22] , [23] and [12]).

By using the fuzzy set theory in [7] [19], the fuzzy
optimization problem has been widely studied since 70s. The
first method to solve the fuzzy linear programming problem
in the method of [27], [4]. In [27], the main focus is the fuzzy
goal and the application of the strategic theory to the fuzzy
decision problem. However, the focus is on the concepts of
mathematical programming and using the level set, and some
classical results are generalized to include fuzzy constraints
and objective functions. In [4], the fuzzy set theory is applied
to the fuzzy linear programming problem, which proves how
the fuzzy linear programming problem is solved without
increasing the computation amount.
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At present, there has been a great development in both
the optimization field and the fuzzy field. In [24], we have
learned about the new method to solve the linear optimization
problem, a new linear relaxation technique is proposed,
and the problem EP is reduced to a sequence of linear
programming problems by using the new linear relaxation
technique. In [14], the author studied edge detection method
by fuzzy C-means. In [20], the author solved the problem
of low prediction accuracy in utilizing the current filter
methods for adaptive neural fuzzy inference system (ANFIS)
parameters learning. In [25] [13], optimization of convex
and generalized convex fuzzy mappings are derived, and the
author studied the fuzzy differential equations in the quotient
space of fuzzy numbers. In [21], the author establishes a
Stackelberg game for manufacturers in a fuzzy decision-
making environment.

In this paper, we first introduce and comment on the
necessary knowledge of triangular fuzzy numbers and a
partial order relation, which provides a basis for judging
the order relations in the future. Then, the theorems of
the alternative in the linear problem is proved in the fuzzy
domain. Through fuzzy linear theorems of the alternative, we
get the optimization criteria for linear problems in the fuzzy
case, thus the optimization of fuzzy linear problem can be
solved.

II. PRELIMINARIES

The following notations, definitions and results will be
needed in the sequel.

We denote KC as the family of all bounded closed
intervals in R [5], that is,

KC = {[aL, aR]|aL, aR ∈ R and aL ≤ aR}.

A fuzzy set x̃ of R is characterized by a membership
function µx̃ : R → [0, 1]. For each such fuzzy set x̃, we
denote by [x̃]

α
= {x ∈ R : µx̃(x) ≥ α} for any α ∈ (0, 1],

its α-level set. Define the set [x̃]
0 by [x̃]

0
=
⋃
α∈(0,1] [x̃]

α,
where A denotes the closure of a crisp set A. A fuzzy
number x̃ is a fuzzy set with non-empty bounded closed
level sets [x̃]

α
= [x̃L(α), x̃R(α)] for all α ∈ [0, 1], where

[x̃L(α), x̃R(α)] denotes a closed interval with the left end
point x̃L(α) and the right end point x̃R(α) [6]. We denote
the class of fuzzy numbers by F .

Definition 1: [4] Let τ : F → R be a function defined
by

τ(x̃) =

∫ 1

0

α[x̃L(α) + x̃R(α)]dα.

for all x̃ ∈ F . Then τ is called ranking value function.
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Definition 2: [4] Suppose that x̃ and ỹ are two fuzzy
numbers. Then x̃ precedes ỹ (x̃ � ỹ) if∫ 1

0

α[x̃L(α) + x̃R(α)]dα ≤
∫ 1

0

α[ỹL(α) + ỹR(α)]dα.

Note that the order relation � is reflexive and transitive.
Moreover, any two elements of F are comparable under the
ordering �. For more details see [16], [17].

Lemma 1: [4] For x̃, ỹ ∈ F , then x̃ � ỹ if and only if
τ(x̃) ≤ τ(ỹ).

Lemma 2: [11] Let ãi be fuzzy numbers and xi ≥ 0(i =

1, 2, · · · , n) be an real numbers. Then,
n∑
i=1

ãixi is a fuzzy

numbers.
Definition 3: [22] Let x̃ be fuzzy numbers, If the mem-

bership function ux̃(x) of the fuzzy number x̃ is denoted
by

ux̃(x) =


0, x < b, x > c,
x−b
a−b , b ≤ x ≤ a,
c−x
c−a , a < x ≤ c.

Then, x̃ is called a triangular fuzzy number. Furthermore,
the triangular fuzzy number x̃ is presented by x̃ = (b, a, c),
the α− level set of ã is the

ãα = [(1− α)b+ αa, (1− α)c+ αa].

Definition 4: [18] According to Zadeh’s extension prin-
ciple, we can define:

(ã+ b̃)α = [ãLα + b̃Lα, ã
U
α + b̃Uα ],

(λ · ã)α = [λãLα, λã
U
α ], λ ≥ 0,

(λ · ã)α = [λãUα , λã
L
α], λ < 0.

Definition 5: [24] Let ã = (aL, a, aU ) be a triangular
fuzzy numbers, we assume that aL, a, aU ≥ 0.The square
and multiplicative inverse of ã using its α-level sets are
define as

(ã2α) = [((1− α)aL + αa)2, ((1− α)aU + αa)2],

(1/ãα) = [1/((1− α)aL + αa), 1/((1− α)aU + αa)].

Definition 6: Suppose we have a p × q matrix A, that is
A = (aij)p×q , if aij is a triangular fuzzy number. Then we
can say

Ã =


ã11 ã12 . . . ã1q
ã21 ã22 . . . ã2q
. . . . . . . . . . . .
ãp1 ãp2 . . . ãpq


is a triangular fuzzy matrix.

III. THEOREMS OF THE ALTERNATIVE OF FUZZY LINEAR
PROGRAMMING

Lemma 3: For any given p× n matrix Ã, let elements of
Ã are triangular fuzzy numbers. The systems
(1) Ãx�0̃;

(2) Ã′x = 0̃, y>0;
possess solutions x and y satisfying

Ã1x+ y1 � 0̃.

Proof. We prove by using mathematical induction on p. For
p = 1, if Ã1 = 0̃, take y1 = 1, x = 0; if Ã1 � 0̃, take
y1 = 0, x = 1; if Ã1 ≺ 0̃, take y1 = 0, x = −1;
Suppose

˜̄A =

[
Ã

Ãp+1

]
=


Ã1

· · ·
Ãp
Ãp+1


and Ã satisfy the above Lemma, that is n = p . When n =
p+ 1, we have known the following conclusions,˜̄Ax �0̃, Ã′y = 0̃, y ≥ 0, Ã1x+ y1 � 0̃.

(I) Let Ãp+1x�0̃, ȳ = (y, 0). Hence

˜̄A�0̃, ˜̄A′y = 0̃, y�0, Ã1x+ y1 � 0̃.

(II)Suppose Ãp+1x ≺ 0̃. The following triangular fuzzy
matrices are constructed

B̃ =


B̃1

B̃2

. . .

B̃p

 =

Ã1 + λ1Ãp+1

. . .

Ãp + λpÃp+1

 .
Let

λj =
τ(Ãjx)

τ(−Ãp+1x)
>0, j = 1, 2, · · · , p.

Thus,
B̃jx = Ãjx+ λjÃp+1x,

because we can get τ(Ãjx+ λjÃp+1x) = 0, then

B̃jx = 0̃.

Thus,
B̃x = 0̃.

Suppose that v, u satisfy lemma 1, that is,

B̃v�0̃, B̃′u = 0̃, u ≥ 0,

and we can get B̃1v + u1 � 0̃.
Let ū = (u,Σpj=1λjuj)

T , so we can get ū>0.
Hence ˜̄A′ū = Ã′u+ Ã′p+1Σpj=1λjuj = B̃′u = 0̃.

Let w = v − τ(Ãp+1v)

τ(Ãp+1x)
x, we can get

Ãp+1w = Ãp+1v − Ãp+1v

hence Ãp+1ω = 0, because of

B̃ω = B̃v − τ(Ãp+1v)

τ(Ãp+1x)
B̃x = B̃v�0̃.

And we know

B̃ω =


B̃1

B̃2

· · ·
B̃p

ω =

Ã1 + λ1Ãp+1

. . .

Ãp + λpÃp+1

ω�0̃,
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hence Ãω�0̃.

We can get

˜̄A′ω =

 Ãω
· · ·

Ãp+1ω

�0̃

because of

B̃1ω + u1 = B̃1(v − τ(Ãp+1v)

τ(Ãp+1x)
x) + u1 = B̃′1v + u1 � 0̃.

From the above we can know λ1Ãp+1ω = 0. Hence

Ã1ω+λ1Ãp+1ω+u1 = (Ã1+λ1Ãp+1)ω+u1 = B̃1ω+u1 � 0̃,

that is,
τ(Ã1ω + λ1Ãp+1ω + u1) > 0.

Since τ(λ1Ãp+1ω) = 0 and τ(Ã1ω + u1) > 0, we have
Ã1ω + u1 � 0̃. To sum up, the conclusion is established.

Theorem 1: For any given p×n matrix Ã, let elements of
Ã are triangular fuzzy numbers. That is, Ã = (AL, A,AU ),
[Ã]α = [(1− α)AL + αA, (1− α)AU + αA]. The systems
(1) Ãx � 0̃;

(2) Ã′y = 0̃, y > 0;
possess solutions x and y satisfying

Ãx+ y � 0̃.

Proof. There exist xi ∈ Rn, yi ∈ Rp, i = 1, 2, · · · , p. By
Lemma 1, we have 

Ãxi�0̃;

Ã′yi = 0̃, yi>0;

Ãix
i + yii � 0̃;

we define x = Σpi=1x
i, y = Σpi=1y

i.
Hence

Ãx = Σpi=1Ãx
i, Ã′y = Σpi=1Ã

′yi,

because of τ(Ãxi) ≥ 0, τ(Ã′yi) = 0.

Σpi=1τ(Ãxi) = τ(Σpi=1Ãx
i) ≥ 0,

Σpi=1τ(Ã′yi) = τ(Σpi=1Ã
′yi) = 0,

then
Ãx � 0̃;

Ã′y = 0̃;

and y = Σpi=1y
i>0. Then when i = 1, 2, ..., p,

Ãix+ yi = ÃiΣ
p
i=1x

i + Σpk=1y
k
i

= Ãix
i + yii + Σpk=1,k 6=i(Ãix

k + yki )

and we already know

Ãix
i + yii � 0, Ãix

i�0̃

so
τ(Ãkx

i) ≥ 0

that is
Ãkx

i � 0̃, k = 1, 2, · · · , p.

Since yi> 0, then yik ≥ 0, k = 1, 2, · · · , p.
So

Σpk=1,(Ãix
k + yki )�0̃

hence, we can get
Ãix+ yi � 0̃

then
Ãx+ y � 0̃.

Theorem 2: For any given p1 × n matrix Ã,and p2 × n
matrix B̃,Ã is non empty. Then the systems
(1) Ãx � 0̃ , B̃x = 0̃;

(2) Ã′y1 + B̃′y2 = 0̃, y > 0;
possess solutions xεRn, y1εRp1 , y2εRp2 satisfying

Ãx+ y1 � 0̃.

Proof. By Theorem 1, we can construct the following form Ã

B̃

−B̃

x � 0̃, [Ã′ , B̃′ , −B̃′]

y1z1
z2

 = 0,

y1z1
z2

>0.

The conclusion obtained by Theorem 1

Ãx+ y1 � 0̃,

B̃x+ z1 � 0̃,

−B̃x+ z2 � 0̃.

Also because  Ã

B̃

−B̃

�0̃,

then

Ãx�0̃, , B̃x�0̃, , −B̃x�0̃.

And τ(B̃x) = 0, B̃x = 0̃, because

[Ã′ , B̃′ , −B̃′]

y1z1
z2

 = Ã′y1 + B̃′z1 − B̃′z2 = 0̃,

which implies y2 = z1 − z2.Then

Ã′y1 + B̃′z1 − B̃′z2 = Ã′y1 + B̃′(y2 + z2)− B̃′z2
= Ã′y1 + B̃′y2 + B̃′z2 − B̃′z2 = 0̃,

which implies

τ(Ã′y1 + B̃′(y2 + z2)− B̃′z2) = 0,

and τ(B̃′z2 + B̃′z2) = 0. Then τ(Ã′y1 + B̃′y2) = 0 and
Ã′y1 + B̃′y2 = 0̃.

Corollary 1: For any given p1×n matrix Ã, p2×n matrix
B̃,p3×n matrix C̃ and p4×n matrix D̃,Ã , B̃ and C̃ is non
empty. If satisfying the following conditions
(1) Ãx � 0̃ , B̃x � 0̃ , C̃x � 0̃ , D̃x = 0̃;

(2) Ã′y1 + B̃′y2 + C̃ ′y3 + D̃′y4 = 0̃, yi > 0 i = 1, 2, 3;

then xεRn , y1εR
p1 , y2εR

p2 , y3εR
p3 , y4εR

p4 are the
solution of conditions (1) and (2), then they are satisfied

Ãx+ y1 � 0̃,
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B̃x+ y2 � 0̃,

C̃x+ y3 � 0̃.

Theorem 3: For any given triangular fuzzy matrixes Ã, C̃
and D̃. Ã is non empty. Either
(I) Ãx � 0̃, C̃x � 0̃ and D̃x = 0̃ has a solution x
or
(II) Ã′y1 + C̃ ′y3 + D̃′y4 = 0̃, y1 >0, y3 > 0 has a solution
y1, y3, y4
but never both.
Proof.(I ⇒ II)If both I and II hold , then we would have
x, y1, y3, y4 such that

Ãx � 0̃, C̃x�0̃, D̃x = 0̃,

Ã′y1 + C̃ ′y3 + D̃′y4 = 0̃, y1 ≥ 0, y3>0,

so τ(xÃ′y1) > 0, then xÃ′y1 � 0̃.
The same can be obtained: xC̃ ′y3�0̃, xD̃′y4 = 0̃.

Then xÃ′y1 + xC̃ ′y3 + xD̃′y4 � 0̃.
But now we have a contradiction to the first equality of II .
Hence,I and II cannot hold simultaneously. Thus, I ⇒ II .
(I ⇒ II)Suppose I is as follows:

Ãx �0̃, C̃x�0̃, D̃x = 0̃

which is

Ãx�0̃, C̃x�0̃, D̃x = 0̃

Ã′y1 + C̃ ′y3 + D̃′y4 = 0̃, y1>0, y3>0

By corollary 1 we can get: y1 ≥ 0, which implies I ⇒ II .
Theorem 4: For any given p × n triangular fuzzy matrix

Ã, and each given triangular fuzzy vector b. Either
(I) Ãx≺ 0̃, b̃′x � 0̃ has a solution xεRn

or
(II) Ã′y = b̃, y>0 has a solution yεRp

but never both.
Proof. Ãx≺0̃, which shows τ(Ãx) ≤ 0, then

−τ(Ãx) = τ(−Ãx) ≥ 0,−Ãx≥ � 0̃

Condition (I) can be converted to: b̃′ � 0̃, (−Ã)x �0̃.
From the above, condition (I) is equivalent to condition
(I ′) in theorem 3.
Suppose that the condition (II ′) in theorem 3 is:

b̃η + (−Ã′)y3 = 0, η ≥ 0, y3>0, ηεR, y3 εR
p

Let y = y3
η , then condition (II ′) changed to Ã′y = b. which

(II ′)⇔ (II).
From theorem 3 we can get the conclusion above.

IV. OPTIMALITY CRITERIA FOR FUZZY LINEAR
PROGRAMME

Through the above theorem 4, we can define the
optimization criterion of fuzzy linear problem :
Find an x , if it exists such that

−b̃′x = min(−b̃′x), xεX = {x εRn, Ãx ≺ c̃}, b ε Fn, c ε Fn

and Ã is a given m× n triangular fuzzy matrix.
Let x be a solution of the linear programming problem,
then there exists a u ε Rm such that (x, u) satissfy{

Ãx ≺ c̃, Ã′u = b̃

u > 0, b̃′x = c̃′u

Proof.(Necessity)Define the set of indicators P, Q and M.
P
⋃
Q = {1, 2, ...,m}

P = {i | Ãix = c̃i}, Q = {i | Ãix ≺ c̃i}

(1) If P = Ø, we assert that Ãx− c̃ ≺ −δẽ and δ > 0, ẽ is
a m dimensional triangular fuzzy vector, −δẽ < ε.
For any xεRn, We can find a real number α > 0. then we
have

Ã(x + αx)− c̃ = Ãx+ Ãαx− c̃ ≺ −δẽ + Ãαx≺0̃

From the above:x+ αxεX , then we can get

−b̃′x = min(−b̃′x)

That is
−b̃′x≺− b̃′(x+ αx)

τ(−b̃′x) ≤ τ(−b̃′(x+αx)), τ(b̃′x) ≥ τ(b̃′(x+αx)), α > 0.

So we get that τ(αb̃′x) ≤ 0 , τ(b̃′x) ≤ 0.
That is b̃′x≺ 0 , because of the arbitrariness of x, we can
assume xi = b̃i, i = {1, 2, ..., n} then we can get b̃′x =∑n
i=1 b̃i and τ(b̃2i ) ≥ 0. That is mean: b̃′x � 0.

By combining the above conclusion, we can get b̃′x = 0, b̃′ =
0̃, so the equation is set up.
(2) If P 6= Ø, we assert that the system {ÃPx≺ 0̃, b̃′x � 0̃}
have solutions xεRn, if α > 0, αx is also a solution of
inequality.
Then we can get

−b̃′(x + αx) = −b̃′x − αb̃′x, τ(αb̃′x) = ατ(b̃′x) > 0.

and hence

τ(−αb̃′x) < 0, τ(−b̃′x−αb̃′x) = τ(−αb̃′x)+ τ(−b̃′x) < τ(−b̃′x).

which implies that

−(b̃′x + αb̃′x) ≺ −b̃′x,

so we can know −b̃′(x + αx) ≺ −b̃′x, α > 0.
Because of ÃP (x + αx) − c̃P = ÃPx + αÃPx − c̃P , and
from the above, we can know:

ÃPx = c̃P , τ(ÃPx− c̃P ) = 0,

therefore, τ(αÃPx)<0.
Thus we can get the following conclusions:

τ(ÃP (x+ αx)) ≤ 0, ÃP (x+ αx)≺0̃.
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Because of (1), there exist α, ÃQ(x+ αx)− cQ ≺0̃.

We deduce:x+ αxεX , and −b̃(x+ αx) ≺ −b̃x.
Contradiction with original hypothesis.
Then {ÃPx ≺ 0̃, b̃′x � 0̃} has no solution. It is necessary
to get the following solution from the theorem 4.

Ã′P y = b̃, y > 0

Suppose 0 ε Rq , then we can get that
Ã′P y + Ã′P ∗ 0 = b̃, y >0, and Ã′u = b̃, u>0.
Hence

c̃′P y+ c̃′Qy∗0 = c̃′P y = y′c̃P = y′ÃPx = (Ã′P y)′x = b̃′x.

Then from the above we know that

u = (y, 0), Ãx ≺ c̃

is clearly established.
To sum up, the inequalities are set up.
(Sufficiency) Through conditions (1), we know the following
conclusions are established:

Ãx ≺ c̃, Ã′u = b̃, u> 0, b̃′x = c̃′u.

Because we know that

−b̃′x− (−b̃′x) = −b̃′x+ b̃′x = −u′Ãx+ c̃′u,

and u > 0, we can get that
τ(−u′Ãx+ c̃′u) = τ(c̃′u)−τ(u′Ãx) = τ(u′c̃)−τ(u′Ãx) =
u′τ(c̃)− u′τ(Ãx).
Because of Ãx ≤ ≺ c̃, τ(Ãx) ≤ τ(c̃), τ(c̃′−uÃx) ≥ 0, and

τ(−b̃′ − (−b̃′x)) ≥ 0, we get

−b̃′x+ b̃′x�0,

in other words: −b̃′x≺− b̃′x.

V. EXAMPLE

Example 1: The optimal solutions for the following fuzzy
linear problems are solved:

Minimize− [(2, 3, 4), (3, 4, 5)]

[
x1
x2

]

s.t.


(0, 1, 3)x1 + (−1, 1, 3)x2≺(5, 6, 7)

(−1, 1, 3)x1 + (1, 2, 3)x2≺(7, 8, 9)

x1, x2εR, bεF
2, cεF 2

We can get

Ã =

[
(0, 1, 3) (−1, 1, 3)

(−1, 1, 2) (1, 2, 3)

]
, b̃ =

[
(2, 3, 4)
(3, 4, 5)

]
,

c̃ =

[
(5, 6, 7)
(7, 8, 9)

]
.

Thus the α-level is

Ã =

[
(α, 3− 2α) (2α− 1, 3− 2α)

(2α− 1, 2− α) (α+ 1, 3− α)

]
,

b̃ =

[
(2 + α, 4− α)
(3 + α, 5− α)

]
, c̃ =

[
(5 + α, 7− α)
(7 + α, 9− α)

]
.

Through our linear problem optimization criteria, we can
solve the problem.

Through Ã′u = b̃, we can get:

(u1, u2) = (
16

9
,

10

9
)

We put it in b̃′x = c̃′u, we can get: 3x1 + 4x2 = 176
9 . and

we have known inequalities to be established:Ãx≺c̃.
Finally we get the optimal solution of linear inequality:

(x1, x2) = (
8

3
,

26

9
).

Example 2: The optimal solutions for the following fuzzy
linear problems are solved:

Minimize− [(0, 1, 2),−(0, 1, 2)]

[
x1
x2

]

s.t.


(0, 1, 2)x1 − (0, 1, 2)x2≺(0, 1, 2)

(1, 2, 3)x1 + (0, 1, 2)x2≺(0, 1, 2)

x1, x2εR, bεF
2, cεF 2

We can get

Ã =

[
(0, 1, 2) −(0, 1, 2)
(1, 2, 3) (0, 1, 2)

]
, b̃ =

[
(0, 1, 2)
−(0, 1, 2)

]
,

c̃ =

[
(0, 1, 2)
(0, 1, 2)

]
.

Thus the α-level is

Ã =

[
(α, 2− α) (α− 2,−α)

(α+ 1, 3− α) (α, 2− α)

]
,

b̃ =

[
(α, 2− α)

(α− 2,−α)

]
, c̃ =

[
(α, 2− α)
(α, 2− α)

]
.

Through our linear problem optimization criteria, we can
solve the problem.
Through Ã′u = b̃, we can get:

(u1, u2) = (1, 0)

We put it in b̃′x = c̃′u, we can get: x1 − x2 = u1 + u2 = 1.
and we have known inequalities to be established:Ãx≺c̃.
Finally we get the optimal solution of linear inequality:

(x1, x2) = (
2

3
,−1

3
).

Example 3: The optimal solutions for the following fuzzy
linear problems are solved:

Minimize− [(0, 1, 2),−(0, 1, 2)]

[
x1
x2

]

s.t.


(0, 1, 2)x1 + (0, 1, 2)x2≺(1, 2, 3)

(0, 1, 2)x1 + (1, 2, 3)x2≺(1, 2, 3)

x1, x2εR, bεF
2, cεF 2

We can get

Ã =

[
(0, 1, 2) (0, 1, 2)
(0, 1, 2) (1, 2, 3)

]
, b̃ =

[
(0, 1, 2)
−(0, 1, 2)

]
,

c̃ =

[
(1, 2, 3)
(1, 2, 3)

]
.

Thus the α-level is
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Ã =

[
(α, 2− α) (α, 2− α)
(α, 2− α) (α+ 1, 3− α)

]
,

b̃ =

[
(α, 2− α)

(α− 2,−α)

]
, c̃ =

[
(α+ 1, 3− α)
(α+ 1, 3− α)

]
.

Through our linear problem optimization criteria, we can
solve the problem.
Through Ã′u = b̃, we can get:
/

(u1, u2) = (3,−2)

We put it in b̃′x = c̃′u, we can get: x1−x2 = 2u1+2u2 = 2.
and we have known inequalities to be established:Ãx≺c̃.
Finally we get the optimal solution of linear inequality:

(x1, x2) = (2, 0).

VI. CONCLUSION

In this paper, the dual type method for solving linear
optimization problems is generalized to the problem of
fuzzy linear optimization. We have proved the feasibility
of the dual type method in the fuzzy linear problem and
the establishment of the relative optimization theorem in the
fuzzy field. And an appropriate example is given to prove
the correctness of the proposed method.
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