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Abstract—In this paper, a family of second derivative generalized Adams-type methods (SDGAMs) is proposed. Here, a boundary value approach to the numerical solution of stiff initial value problems (IVPs) by means of second derivative linear multistep formulae (SDLMF) is presented. Stability analysis shows that these methods with order \( p = 2k + 2 \) for all values of the step-length \( k \geq 1 \) are all \( 0_{v,k-v} \)-stable and \( A_{v,k-v} \)-stable which must be used with \((v,k-v)\)-boundary conditions.
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1 Introduction

Nwachukwu and Okor [25] introduced a class of second derivative generalized backward differentiation formulae (SDGBDF) applied as boundary value methods (BVMs) for stiff initial value problems (IVPs) in ordinary differential equations (ODEs)

\[
y'(x, y) = f(x, y), \ x \in [t_0, T], \ y(x_0) = y_0
\]

where

\[
y = \sum_{j=0}^{k} \alpha_j y_{n+j} = \beta, f_{n+v} + h^2 f_{n+v}'
\]

and is used with the following additional initial methods:

\[
\sum_{j=0}^{k} \alpha_j y_j = h\beta, f_1 + h^2 f_1', \quad i = 1, 2, \ldots, v - 1
\]

and final methods:

\[
\sum_{j=0}^{k} \alpha_j y_j = h\beta, f_1 + h^2 f_1', \quad i = v + 1, \ldots, N
\]

and final methods:

\[
\sum_{j=0}^{k} \alpha_j y_j = h\beta, f_1 + h^2 f_1', \quad i = v + 1, \ldots, N
\]

The SDGBDF of Nwachukwu and Okor [25] has better stability properties than the GDBF of Brugnano and Trigiante [7] which is also a BVM.

BVMs are linear multistep methods whose main feature consists in approximating a given continuous IVP by means of a discrete boundary value problem (BVP). The solution of the initial value problem is given simultaneously at all grid points. This boundary value approach circumvents the well known Dahlquist-barriers on convergence and stability. BVMs, also provide several families of methods which make them very flexible and computationally efficient. These methods have been analyzed in details in [1, 4, 5, 6, 8, 24, 25, 26]

Brugnano and Trigiante [7] derived a family of methods called the generalized Adams methods (GAMs) of order \( k + 1 \) which are \( 0_{v,k-v} \)-stable and \( A_{v,k-v} \)-stable with \((v,k-v)\)-boundary conditions for \( k \geq 1 \). These methods can be written as

\[
y_{n+v} - y_{n+v-1} = h \sum_{i=0}^{k} \beta_i f_{n+i}
\]

where

\[
v = \begin{cases} 
  \frac{k+2}{2} & \text{for even } k \\
  \frac{k+1}{2} & \text{for odd } k
\end{cases}
\]

They are conveniently used with the following set of additional initial methods,

\[
y_j - y_{j-1} = h \sum_{i=0}^{k} \beta_{k-j} f_i, \quad j = 1, \ldots, v - 1
\]

and final ones,

\[
y_j - y_{j-1} = h \sum_{i=0}^{k} \beta_{k-j} f_{N-i}, \quad j = N-k+v+1, \ldots, N
\]

GAMs have better stability regions than the Reverse Adams methods of Brugnano and Trigiante [2]. The Reverse Adams methods can also be used to approximate the solution of stiff problems since for \( k \leq 8 \) the \((1, k-1)\)-Absolute stability regions are unbounded. Although they have good stability properties in comparison with the Adams-Moulton methods they do not provide very high order methods suitable for stiff problems. The trapezoidal rule which has order 2 is the only Adams-Moulton
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method appropriate for solving stiff problems because it has an unbounded Absolute stability region.

Still on Adams methods, Jator and Sahi [21] proposed a family of second derivative Adams-type methods (SDAMs) of order up to \( p = 2k + 2 \) (k is the step number) for IVPs. These methods are used as initial value methods (IVMs). The class of IVMs is a subclass of BVMs.

The aim of this paper is to develop a family of second derivative generalized Adams-type methods (SDGAMs) for stiff systems of ODEs (1) with higher order than the SDGBDF of Nwachukwu and Okor [25] and the GAMs of Brugnano and Trigiante [7]. The developed methods (see (10)) herein generalizes the second derivative methods of Jator and Sahi [21] and extends the GAMs of Brugnano and Trigiante to second derivative methods. The need for second derivative is to improve the stability and order of a given step length \( k \) of the GAMs, see [15]. Also the proposed methods will be implemented using BVMs as in [2, 3, 4, 8, 9, 10, 11, 12, 13, 14, 18, 21, 25, 26, 27] so that the numerical solution \((y_1, y_2, \cdots, y_N)^T\) of the initial value problem is given simultaneously at all the grid points.

This article is organized as follows: Section 2 introduces the new methods. Section 3 considers the stability analysis of the methods. Section 4 presents the implementation strategy of the methods. Finally some problems are solved to show comparison with some related works.

## 2 The New Methods

Let us consider the new SDGAMs of the form

\[
y_{n+v} - y_{n+v-1} = h \sum_{i=0}^{k} \beta_i f_{n+i} + h^2 \sum_{i=0}^{k} \gamma_i g_{n+i}
\]

(10)

where

\[
v = \begin{cases} 
\frac{k+1}{2} & \text{for odd } k \\
\frac{k}{2} & \text{for even } k 
\end{cases}
\]

(11)

\[
y_{n+i} \approx y(x_n + ih), \quad f_{n+i} \equiv f(x_n + ih, y(x_n + ih)) \quad \text{and} \quad g_{n+i} \equiv \left. \frac{d}{dx} \frac{dy}{dx} \right|_{x=x_n+i}
\]

(12)

\( x_n \) is a discrete point at node point \( n \), \( \beta_i \) and \( \gamma_i \) are parameters to be determined by imposing the formula (10) to reach its highest possible order which is \( 2k + 2 \).

The proposed class of methods (10) can be written in the form

\[
y(x + vh) - y(x + (v - 1)h) = h \sum_{i=0}^{k} \beta_i y'(x + ih) + h^2 \sum_{i=0}^{k} \gamma_i y''(x + ih)
\]

(13)

The approach here is to employ Taylor’s series expansion and method of undetermined coefficients to generate the main methods and their coefficients at different values of \( k \) as shown in Tables 1.

As in [16] and [23], the local truncation error associated with (10) is the linear difference operator

\[
L[y(x); h] = y(x + vh) - y(x + (v - 1)h) - h \sum_{i=0}^{k} \beta_i y'(x + ih) - h^2 \sum_{i=0}^{k} \gamma_i y''(x + ih)
\]

(14)

Assuming that \( y(x) \) is sufficiently differentiable, by Taylor series expansion of \( y(x + ih) \), \( y'(x + ih) \) and \( y''(x + ih) \), \( i = 0, 1, 2, \ldots, k \) the \( L[y(x); h] \) becomes

\[
L[y(x); h] = C_0 y(x) + C_1 h y'(x) + \cdots + C_q h^q y^{(q)}(x) + \cdots
\]

where

\[
C_0 = \sum_{i=0}^{k} \alpha_i,
\]

\[
C_1 = 1 - \sum_{i=0}^{k} \beta_i,
\]

\[
C_2 = \frac{1}{2} (v^2 - (v - 1)^2) - \sum_{i=1}^{k} i \beta_i - \sum_{i=0}^{k} \gamma_i,
\]

\[
\vdots
\]

\[
C_q = \frac{1}{q!} (v^q - (v - 1)^q) - \frac{1}{(q - 1)!} \sum_{i=1}^{k} i^{q-1} \beta_i - \frac{1}{(q - 2)!} \sum_{i=1}^{k} i^{q-2} \gamma_i,
\]

(15)

The method (10) is said to be of order \( p \) if

\[
C_j = 0, \quad j = 0(1)p \quad \text{and} \quad C_{p+1} \neq 0.
\]

Therefore \( C_{p+1} \) is the error constant (EC) and \( C_{p+1} h^{p+1} y^{(p+1)}(x_n) \) is the principal LTE at the point \( x_n \). Hence the LTE is given as

\[
LTE = C_{p+1} h^{p+1} y^{(p+1)}(x_n) + O(h^{p+2})
\]

The matrix form of the order equations is given in (21)

In table 1, for \( k = 1(1)10 \), the order and the error constant of the SDGAMs (10) are given.

## 3 Stability Analysis of the methods

The methods (10) can be written compactly as

\[
\rho(E) = h \sigma(E) f_n + h^2 \eta(E) g_n
\]

(16)

where \( \rho(w) = w^{v-1}(w - 1), \quad \sigma(w) = \sum_{i=0}^{k} \beta_i w^i \quad \text{and} \quad \eta(w) = \sum_{i=0}^{k} \gamma_i w^i \) are the first, second and third characteristic polynomial respectively, \( w \in C \) and \( E_i y_n = y_{n+i} \) is the shift operator (19)]. According to [20] the stability analysis is achieved through linearization with the scalar test equations

\[
y' = \lambda y \quad \text{and} \quad y'' = \lambda^2 y
\]

(17)
which when applied to (16) gives the characteristics equation
\[ \pi(w, z) = w^w - w^{w-1} - w^3 \sum_{i=0}^{k} (z \beta_i + z^2 \gamma_i), \] (18)
where \( z = \lambda h \). Then equating (18) to zero and inserting \( w = e^{\theta}, t = 0(1)k, \theta \in [0, 2\pi] \) in (18) yields a polynomial of degree two in \( z \). The two roots of \( z \) are functions of \( \theta \) describing the stability domain of the SDGAMs (10). For even values of \( k \) the stability region of the SDGAMs (10) is given in Figure 1. For odd values of \( k \) the methods (10) whose boundary loci coincide with the imaginary axis is characterized by the following properties:

The polynomials \( \rho(w) \) have skew-symmetric coefficients, \( \sigma(w) \) have symmetric coefficients and \( \eta(w) \) have skew-symmetric coefficients
\[ \alpha_i = -\alpha_{k-i}, \beta_i = \beta_{k-i} \text{ and } \gamma_i = -\gamma_{k-i}, \quad i = 0, 1, \ldots, k \text{ respectively}. \]
The new methods which are \( 0_{v,k-v} \)-stable and \( A_{v,k-v} \) stable are used with \( (v, k-v) \)-boundary conditions. Additional equations (conditions) since the continuous problem provides only the initial condition \( y_0 \). Hence we treat the additional conditions as unknowns. Additional methods having the same order as the main method are introduced in order to preserve the order of the main method.

The sixth order SDGAM,
\[
y_{n+1} - y_n = h(\frac{101}{240} f_n + \frac{8}{15} f_{n+1} + \frac{11}{240} f_{n+2}) + h^2(\frac{13}{240} g_n - \frac{1}{8} g_{n+1} - \frac{1}{8} g_{n+2}), \quad n = 1, \ldots, N - 1
\]
can be used with the following final additional method
\[
y_N - y_{N-1} = h(\frac{11}{240} f_{N-2} + \frac{8}{15} f_{N-1} + \frac{101}{240} f_N) + h^2(\frac{1}{80} g_{N-2} + \frac{1}{6} g_{N-1} - \frac{13}{240} g_N)
\]
The eighth order SDGAM,
\[
y_{n+1} - y_n = h \left( \frac{1}{6} f_{n+1} + \frac{1}{6} f_{n+2} + \frac{1}{6} f_{n+3} + \frac{1}{6} f_{n+4} + \frac{1}{6} f_{n+5} + \frac{1}{6} f_{n+6} \right) + h^2 \left( \frac{1}{10080} (319 g_{n+1} - 1017 g_{n+2} + 1017 g_{n+3}) - \frac{1}{10080} (319 g_{n+4}) \right), \quad n = 2, \ldots, N - 1
\]
can be used with the following two additional (one initial and one final) methods
\[
y_1 - y_0 = \frac{h}{18144} (6893 f_0 + 8451 f_1 + 2403 f_2 + 397 f_3) + \frac{h^2}{30240} (1283 g_0 - 7659 g_1 - 2421 g_2 - 163 g_3)
\]
\[
y_N - y_{N-1} = \frac{h}{18144} (397 f_{N-3} + 2403 f_{N-2}) + \frac{h}{18144} (8451 f_{N-1} + 6893 f_N) + \frac{h^2}{30240} (163 g_{N-3} + 2421 g_{N-2}) + \frac{h^2}{30240} (7659 g_{N-1} - 1283 g_N)
\]

4 Implementation Strategy of the Methods

In what follows, we give the implementation strategy of the new family of the Adams-type developed in the previous section for the numerical solution of systems of stiff IVPs. The SDGAMs (10) are conveniently used with the following set of additional methods which we define generally as:

initial methods
\[
y_j - y_{j-1} = h \sum_{i=0}^{k} \beta_i f_i + h^2 \sum_{i=0}^{k} \gamma_i g_i, \quad j = 1, \ldots, v - 1
\] (19)
and final methods
\[
y_j - y_{j-1} = h \sum_{i=0}^{k} \beta_{k-i} f_{N-i} + h^2 \sum_{i=0}^{k} \gamma_{k-i} g_{N-i}, \quad j = N - k + v + 1, \ldots, N
\] (20)
The coefficient of the additional methods are determined by imposing each formula to reach its highest possible order \( 2k + 2 \) as the main method. In order to solve the discrete problem, we add \( v - 1 \) initial and \( k - v \) final additional equations (conditions) since the continuous problem provides only the initial condition \( y_0 \). Hence we treat
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\[ y_n - y_{n-1} = \frac{h}{4354560} (26081f_{n-2} + 1957456f_{n-1}) + \frac{h}{4354560} (2163456f_n + 1934566f_{n+1}) + \frac{h^2}{725760} (14111f_{n-2} + 893g_{n-2}) + \frac{h^2}{725760} (55906g_{n-1} - 106596g_n) - \frac{h^2}{725760} (13768g_{n+1} + 515g_{n+2}), \]

\[ n = 2, \ldots, N - 2 \]

can be used with the following initial method,

\[ y_1 - y_0 = \frac{h}{4354560} (1539551f_0 + 1429936f_1) + \frac{h}{4354560} (711936f_2 + 6134566f_3 + 59681f_4) + \frac{h^2}{725760} (26051g_0 - 249656g_1) - \frac{h^2}{725760} (183708g_2 + 49720g_3 + 2237g_4) \]

and the two final additional methods,

\[ y_N - y_{N-1} = \frac{h}{4354560} (14111f_{N-1} + 1934566f_{N-2}) + \frac{h}{4354560} (2163456f_N - 1957456f_N) + \frac{h^2}{725760} (26081f_{N+1}) + \frac{h^2}{725760} (13768g_{N-1} + 515g_{N+1}) \]

\[ y_{N+1} - y_N = \frac{h}{4354560} (59681f_{N-3} + 6134566f_{N-2}) + \frac{h}{4354560} (711936f_{N-1} + 1429936f_N) + \frac{h^2}{725760} (1539551f_{N+1}) + \frac{h^2}{725760} (49720g_{N-2} + 183708g_{N-1}) + \frac{h^2}{725760} (249656g_N - 26051g_{N+1}). \]

5 Numerical results

All numerical computations were carried out using MATLAB. Both linear and non-linear problems were solved with boundary layers. The SDGAMs (10) of order 6, 8 and 10 are applied to numerical examples to illustrate the accuracy and the efficiency of the new methods on some systems of stiff IVPs. Note that the SDGAMs (10) of orders six, eight and ten are denoted by SDGAM6, SDGAM8 and SDGAM10 respectively.

**Problem 1:** Singularly Perturbed Problem \([20]\)

\[ y'_1 = -(2 + 10^4)y_1 + 10^4y_2, \quad y'_2 = y_1 - y_2 - y_2^2, \]

\[ y(0) = 1, \quad y_2(0) = 1 \]

The exact solution is \( y_1 = e^{-2t}, \quad y_2 = e^{-t} \)

The numerical results for problem 1 are presented in Table 6. From table 6, it can be seen that the implementation using SDGAMs (10) is better than the SDGBDF of Nwachukwu and Okor [25] with respect to the steplength \( k \).

**Problem 2:** Moderately stiff problem solved by Jia-Xiang and Jiao-Xun [22],

\[ y' = -y - 10z, \quad y(0) = 1; \quad y(x) = e^{-x}\cos 10x \]

\[ z' = 10y - z, \quad z(0) = 0; \quad z(x) = e^{-x}\sin 10x \]

This problem is solved using step sizes \( h = \{0.04, 0.1, 0.4\} \) and the maximum errors \( (Max||y_i - y(x_i)||) \) in the interval \( 0 < x < 10 \) are computed. \( x_T \) are some points on the range of integration. The numerical results displayed in Table 7 show that the SDGAMs (10) is more accurate than the DBDF method of Jia-Xiang and Jiao-Xun [22], the BDF of Gear [17] and the BVM of Ehigie et al [14].

**Problem 3:** Linear stiff problem considered by Amodio and Mazzia [2] and Jator and Sahi [21] on the range \( 0 \leq x \leq 1 \)

\[ y'_1 = -21y_1 + 19y_2 - 20y_3, \quad y_1(0) = 1, \]

\[ y'_2 = 19y_1 - 21y_2 + 20y_3, \quad y_2(0) = 0, \]

\[ y'_3 = 40y_1 - 40y_2 + 40y_3, \quad y_3(0) = -1. \]

The exact solution of the system is given by

\[ y_1(x) = \frac{1}{2}(e^{-2x} + e^{-40x}(\cos(40x) + \sin(40x))), \]

\[ y_2(x) = \frac{1}{2}(e^{-2x} - e^{-40x}(\cos(40x) + \sin(40x))), \]

\[ y_3(x) = \frac{1}{2}(2e^{-40x}(\sin(40x) - \cos(40x))). \]

Problem 3 was solved using our methods for \( k = 2 \) and \( k = 3 \). From the details of the numerical results given in Table 8, it is obvious that our method performed excellently compared with Amodio and Mazzia [2] and Jator and Sahi [21].
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Problem 4: Robertson’s equation, see [20] (nonlinear problem)

\[
    y'_1 = -0.04y_1 + 10^4y_2y_3, \quad y'_2 = 0.04y_1 - 10^4y_2y_3 - 3\times 10^7 y_2^3, \\
    y'_3 = 3\times 10^7 y_2^3, \quad y(0) = 1, \quad y_2(0) = 0, \quad y_3(0) = 0.
\]

The eighth order SDGAM and the tenth order SDGAM are implemented using Problem 4. The results are compared with the solution from the Ode15s in MATLAB. The solid lines are the solutions of the SDGAMs. Figures 2 and 3 show that the new methods coincide with the Ode15s in MATLAB.

Problem 5: Van der Pol equations (nonlinear problem), [20]

\[y'_1 = y_2, \quad y'_2 = -y_1 + 10y_2(1 - y_1^2), \quad y_1(0) = 2, \quad y_2(0) = 0\]

The results of this problem using the SDGAMs (10) of order $p = 8$ and $p = 10$ are presented in Figures 4 and 5 respectively. It is seen from the figures that the new methods are very comparable with the Ode15s in MATLAB.

6 Conclusion

In this paper a new family of second derivative generalized Adams-type methods (SDGAMs) is considered for the numerical solution of stiff IVPs in ODEs. The new formulas are found to be $0_{v,k-v}$-stable and $A_{v,k-v}$-stable with $(v,k)$-boundary conditions for all values of $k \geq 1$ and are of order $p = 2k + 2$. We have shown the accuracy of the proposed class of methods on some stiff (both linear and non-linear) systems. From Figures 2, 3, 4 and 5 it is observed that the proposed methods (10) compare favorably with Matlab Ode15s. From tables 6, 7 and 8 the numerical results show that the methods (10) perform better than the existing methods cited in the literature and are well suited for the integration of stiff systems in ODEs.
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Figure 1: Stability region (exterior of closed curves) of (10), k=2

\[
\begin{bmatrix}
1 & 0 & 0 & \ldots & 0 & 0 & 0 & \ldots & 0 \\
(v-1) & 1 & 1 & \ldots & 1 & 0 & 0 & \ldots & 0 \\
(v-1)^2 & 0 & 2 & \ldots & 2 \times k & 2 & 2 & \ldots & 2 \\
(v-1)^3 & 0 & 3 & \ldots & 3 \times k^2 & 0 & 3 \times 2 & \ldots & 3 \times 2 \times k \\
(v-1)^4 & 0 & 4 & \ldots & 4 \times k^3 & 0 & 4 \times 3 & \ldots & 4 \times 3 \times k^2 \\
(v-1)^5 & 0 & 5 & \ldots & 5 \times k^4 & 0 & 5 \times 4 & \ldots & 5 \times 4 \times k^3 \\
(v-1)^6 & 0 & 6 & \ldots & 6 \times k^5 & 0 & 6 \times 5 & \ldots & 6 \times 5 \times k^4 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
(v-1)^q & 0 & q & \ldots & q \times k^{(q-1)} & 0 & q \times (q-1) & \ldots & q \times (q-1) \times k^{(q-2)}
\end{bmatrix}
\begin{bmatrix}
-1 \\
\beta_0 \\
\beta_1 \\
\beta_2 \\
\beta_3 \\
\vdots \\
\beta_k_q \\
\gamma_0 \\
\gamma_1 \\
\gamma_2 \\
\gamma_3 \\
\gamma_4 \\
\gamma_5 \\
\gamma_6 \\
\gamma_7 \\
\gamma_8 \\
\gamma_9
\end{bmatrix}
= 
\begin{bmatrix}
1 \\
v \\
v^2 \\
v^3 \\
v^4 \\
v^5 \\
v^6 \\
v^7 \\
v^8 \\
v^9
\end{bmatrix}
\]

(21)

Table 1: The Coefficients, Error Constant (EC) and Order \( p \) of the classes of methods (10) for \( k = 1(1)10 \)

<table>
<thead>
<tr>
<th>( k )</th>
<th>( v )</th>
<th>( \beta_0 )</th>
<th>( \beta_1 )</th>
<th>( \beta_2 )</th>
<th>( \beta_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>( \frac{1}{2} )</td>
<td>( \frac{1}{2} )</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>101</td>
<td>471</td>
<td>71</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>77</td>
<td>371</td>
<td>71</td>
<td>7</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>20681</td>
<td>122261</td>
<td>313</td>
<td>12091</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>3353560</td>
<td>272160</td>
<td>630</td>
<td>272160</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>1069200</td>
<td>3888</td>
<td>3888</td>
<td>8775</td>
</tr>
<tr>
<td>5</td>
<td>7</td>
<td>213418004</td>
<td>135855946</td>
<td>528125</td>
<td>285125</td>
</tr>
<tr>
<td>6</td>
<td>8</td>
<td>1568906</td>
<td>1989906</td>
<td>256125</td>
<td>285125</td>
</tr>
<tr>
<td>7</td>
<td>9</td>
<td>19217801</td>
<td>272509960</td>
<td>1989906</td>
<td>285125</td>
</tr>
<tr>
<td>8</td>
<td>10</td>
<td>7214267977</td>
<td>272509960</td>
<td>1989906</td>
<td>285125</td>
</tr>
<tr>
<td>9</td>
<td>11</td>
<td>7214267977</td>
<td>272509960</td>
<td>1989906</td>
<td>285125</td>
</tr>
<tr>
<td>10</td>
<td>12</td>
<td>7214267977</td>
<td>272509960</td>
<td>1989906</td>
<td>285125</td>
</tr>
</tbody>
</table>
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Figure 2: Numerical Results for Problem 4 using the eighth order SDGAM

Figure 3: Numerical Results for Problem 4 using the tenth order SDGAM
Figure 4: Numerical Results for Problem 5 using the eighth order SDGAM.

Figure 5: Numerical Results for Problem 5 using the tenth order SDGAM.
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Table 2: Table 1 continued

<table>
<thead>
<tr>
<th>k</th>
<th>β_4</th>
<th>β_5</th>
<th>β_6</th>
<th>β_7</th>
<th>β_8</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 3: Table 1 continued

<table>
<thead>
<tr>
<th>k</th>
<th>β_9</th>
<th>β_10</th>
<th>β_11</th>
<th>β_12</th>
<th>β_13</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 4: Table 1 continued

<table>
<thead>
<tr>
<th>k</th>
<th>γ_2</th>
<th>γ_3</th>
<th>γ_4</th>
<th>γ_5</th>
<th>γ_6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 5: Table 1 continued

<table>
<thead>
<tr>
<th>k</th>
<th>γ_7</th>
<th>γ_8</th>
<th>γ_9</th>
<th>γ_10</th>
<th>EC</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>726</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1452</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2854</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5710</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>11420</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>22840</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>45680</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>91360</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>182720</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>365440</td>
</tr>
</tbody>
</table>

(Advance online publication: 7 November 2018)
Table 6: Absolute error in problem 1, h = 0.01, Error $y_i = |y_i - y(x_i)|$, i = 1, 2

<table>
<thead>
<tr>
<th>x</th>
<th>$y_1$</th>
<th>Error in SDGAM6 (k=3, p=8)</th>
<th>Error in SDGBDF4 [25] (k=3, p=4)</th>
<th>Error in SDGAM10 (k=4, p=10)</th>
<th>Error in SDGBDF5 [25] (k=4, p=5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>y1</td>
<td>1.18313 × 10^{-10}</td>
<td>3.06126 × 10^{-11}</td>
<td>2.07187 × 10^{-12}</td>
<td>3.43744 × 10^{-14}</td>
</tr>
<tr>
<td>2.0</td>
<td>y2</td>
<td>1.40676 × 10^{-13}</td>
<td>4.22623 × 10^{-11}</td>
<td>1.92618 × 10^{-12}</td>
<td>4.96455 × 10^{-11}</td>
</tr>
<tr>
<td>3.0</td>
<td>y1</td>
<td>1.54753 × 10^{-13}</td>
<td>1.03235 × 10^{-11}</td>
<td>2.03823 × 10^{-13}</td>
<td>5.15573 × 10^{-12}</td>
</tr>
<tr>
<td>4.0</td>
<td>y2</td>
<td>6.32676 × 10^{-13}</td>
<td>2.00444 × 10^{-11}</td>
<td>7.08739 × 10^{-13}</td>
<td>1.91052 × 10^{-11}</td>
</tr>
<tr>
<td>5.0</td>
<td>y1</td>
<td>7.50992 × 10^{-16}</td>
<td>3.13932 × 10^{-11}</td>
<td>2.61852 × 10^{-14}</td>
<td>6.43962 × 10^{-13}</td>
</tr>
<tr>
<td>6.0</td>
<td>y2</td>
<td>9.34040 × 10^{-17}</td>
<td>8.00396 × 10^{-14}</td>
<td>9.59406 × 10^{-16}</td>
<td>2.61306 × 10^{-12}</td>
</tr>
<tr>
<td>7.0</td>
<td>y1</td>
<td>2.06086 × 10^{-15}</td>
<td>1.27167 × 10^{-14}</td>
<td>4.75368 × 10^{-16}</td>
<td>1.20228 × 10^{-14}</td>
</tr>
<tr>
<td>8.0</td>
<td>y2</td>
<td>1.04864 × 10^{-18}</td>
<td>5.82196 × 10^{-12}</td>
<td>3.52695 × 10^{-14}</td>
<td>9.28587 × 10^{-13}</td>
</tr>
<tr>
<td>9.0</td>
<td>y1</td>
<td>1.87491 × 10^{-18}</td>
<td>2.18299 × 10^{-15}</td>
<td>6.42813 × 10^{-17}</td>
<td>1.77133 × 10^{-15}</td>
</tr>
<tr>
<td>10.0</td>
<td>y2</td>
<td>3.70580 × 10^{-16}</td>
<td>1.15005 × 10^{-12}</td>
<td>1.29662 × 10^{-14}</td>
<td>3.57306 × 10^{-13}</td>
</tr>
</tbody>
</table>

Table 7: Maximum error, Max|$|y_i - y(x_i)|$, for problem 2

| Method   | h   | N  | $x_T$ | $y_1$ (Max|$|y_i - y(x_i)|$) | $y_2$ (Max|$|y_i - y(x_i)|$) |
|----------|-----|----|------|----------------------------|----------------------------|
| SDGAM6   | 0.4 | 25 | 10   | 1.93 × 10^{-6}             | 2.01 × 10^{-6}             |
| SDGAM8   | 0.4 | 25 | 10   | 9.61 × 10^{-3}             | 7.73 × 10^{-3}             |
| BVM2 [14]| 0.4 | 25 | 10   | 3.20 × 10^{-5}             | 3.04 × 10^{-5}             |
| BVM3 [14]| 0.4 | 25 | 10   | 7.90 × 10^{-4}             | 5.84 × 10^{-3}             |
| DBDF [22]| 0.4 | 85 | 10   | 1.0 × 10^{-4}              |                            |
| SDGAM6   | 0.1 | 50 | 5    | 9.11 × 10^{-6}             | 1.60 × 10^{-3}             |
| SDGAM8   | 0.1 | 50 | 5    | 2.33 × 10^{-7}             | 8.57 × 10^{-7}             |
| BVM2 [14]| 0.1 | 50 | 5    | 6.5 × 10^{-5}              | 1.50 × 10^{-3}             |
| BVM3 [14]| 0.1 | 50 | 5    | 7.45 × 10^{-4}             | 9.5 × 10^{-5}              |
| DBDF [22]| 0.1 | 47 | 5    | 4.4 × 10^{-4}              |                            |
| GEAR [17]| 0.04| 122| 5    | 3.8 × 10^{-4}              |                            |
| SDGAM6   | 0.04| 125| 5    | 1.28 × 10^{-7}             | 2.85 × 10^{-8}             |
| SDGAM8   | 0.04| 125| 5    | 1.17 × 10^{-9}             | 2.96 × 10^{-10}            |
| BVM2 [14]| 0.04| 125| 5    | 7.45 × 10^{-6}             | 4.07 × 10^{-3}             |
| BVM3 [14]| 0.04| 125| 5    | 8.33 × 10^{-6}             | 1.32 × 10^{-6}             |

Table 8: Relative error for problem 3

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Error</td>
<td>1.3 × 10^{-11}</td>
<td>2.9 × 10^{-3}</td>
<td>5.7 × 10^{-2}</td>
<td>7.5 × 10^{-13}</td>
<td>7.5 × 10^{-4}</td>
<td>2.9 × 10^{-2}</td>
</tr>
<tr>
<td>Error</td>
<td>21.0 × 10^{-13}</td>
<td>7.3 × 10^{-6}</td>
<td>8.7 × 10^{-3}</td>
<td>1.3 × 10^{-17}</td>
<td>1.9 × 10^{-5}</td>
<td>6.8 × 10^{-3}</td>
</tr>
<tr>
<td>Error</td>
<td>3.2 × 10^{-15}</td>
<td>1.8 × 10^{-6}</td>
<td>4.9 × 10^{-4}</td>
<td>1.3 × 10^{-17}</td>
<td>1.4 × 10^{-7}</td>
<td>7.8 × 10^{-9}</td>
</tr>
<tr>
<td>Error</td>
<td>4.5 × 10^{-18}</td>
<td>1.2 × 10^{-5}</td>
<td>0.0</td>
<td>2.5 × 10^{-17}</td>
<td>2.5 × 10^{-12}</td>
<td>2.3 × 10^{-9}</td>
</tr>
<tr>
<td>Error</td>
<td>7.7 × 10^{-12}</td>
<td>3.7 × 10^{-9}</td>
<td>0.0</td>
<td>9.8 × 10^{-15}</td>
<td>1.3 × 10^{-11}</td>
<td></td>
</tr>
</tbody>
</table>
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