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Abstract—This article investigates the numerical solution of
the integral equations of Fredholm and Voltera in dimension
one and two. The numerical scheme developed is based on
the moving least squares method. The moving least squares
methodology is an effective technique for the approximation
of an unknown function by using a set of disordered data.
It consists of a local weighted least square fitting, valid on
a small neighborhood of a point and only based on the
information provided by its N closet points. Hence the method
is a meshless method and does not need any background mesh
or cell structures. The error analysis of the proposed method
is provided. The validity and efficiency of the method are
demonstrated through several tests, and through a comparison
with a finite elements method.

Index Terms—Meshless Method, Moving Least Squares, In-
tegral Equations, Gauss Legendre, Numerical examples.

I. INTRODUCTION

MANY problems of mathematical physics, engineering
and mechanics can be stated in the form of two-

dimensional integral equations. For example, it is usually
required to solve two-dimensional integral equations in the
calculation of plasma physics [1], the image deblurring
problem and its regularization [2,3], axisymmetric contact
problems for bodies with complex rheology [4], diffraction
theory [5] and the electrochemical behavior of an inlaid
microband electrode (or an array of parallel microbands)
for the case of equal diffusion coefficients [6]. Therefore,
the study of these types of integral equations and meth-
ods for solving them are very useful in application. There
are several numerical methods for solving linear integral
equations [7,8] . Kauthen in [9] used a collocation method
to solve numerically the VolterraFredholm integral equa-
tions. Borzabadi and Fard in [10] obtained a numerical
solution of nonlinear Fredholm integral equations of the
second kind. In recent years, meshless methods have been
developed as alternative numerical approaches in order to
eliminate known shortcomings of the mesh-based methods
[11].The main advantage of these methods is to approximate
the unknowns by a linear combination of shape functions.
Shape functions are based on a set of nodes and a certain
weight function with a local support associated with each
of these nodes. The moving least square (MLS) [12] is an
approximation method of constructing continuous functions
from a set of unorganized sampled point values based on
the calculation of a weighted least squares approximation.
Since the numerical approximations starts from scattered
nodes instead of interpolation on elements, there have been
many meshless methods based on the MLS scheme for
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the numerical solution of differential equations. Typical of
them are the element-free Galerkin method (EFGM) [13,14],
the HP meshless method [15], the MLS reproducing kernel
method [16] and the meshless local PetrovGalerkin method
[17,18]. In recent years, many researchers have worked on
this subject using different technics. For examples, Chen
and Wong [19] used splines functions to resolve Fredholm
integral equations, M. Asgari [20] and Hosseini Shekarabi et
al. [21] considered triangular functions, Mosleh and Otadi
[22] used a least squares approximation, and Assari and
Dehghan [23] developed a MLS method based on radial
functions.
In this paper, we propose a numerical approach based on the
MLS method, using distributed nodal points to approach the
unknown function, in order to solve Fredholm and Voltera
integral equations of the second type.The error analysis of
the proposed method is also provided.
This approach is of great use for solving mechanical prob-
lems. In this sense, we applied the MLS method on a
unilateral contact problem with the Signorini conditions [24].
The results obtained showed the effectiveness of the method
to solve this kind of physical problems.
The remaining of this paper is organized as follows. Section
2 introduces the MLS method. In Section 3, numerical
integration methods are presented. In section 4, we study the
convergence of the proposed method. The use of the MLS
method in Fredholm and Voltera equations are presented in
sections 5 and 6. In section 7, several examples are selected
to prove the effectiveness of our approach. Section 8 is
devoted to the conclusion.

II. MOVING LEAST SQUARES APPROXIMATION

The MLS as an approximation method has been introduced
by Shepard [25] and Lancaster and Salkauskas [26]. It
consists of three components: a basis function, a weight
function associated with each node, and a set of coefficients
that depends on node position. Using MLS approximation, a
data values u = {ui}Ni=1 at nodes xi is approximated by a
function uh ∈ Cs

(
Rd
)

in a weighted square sense, namely

uh (x) =

m∑
i=1

pi (x) ai (x) = pT (x) a (x) (1)

where pi (x) , i = 1, 2, . . . ,m are monomial basis functions,
pT (x) = [p1 (x) , p2 (x) , . . . , pm (x)], m is the number of
terms in the basis, and ai (x) are the coefficients of the basis
functions.
In general, the basis functions are as follows: for example, for
a 1-D problem, the linear basis is: {1, x}, and the quadratic
basis is {1, x, x2}. For a 2-D problem, the linear basis
is: {1, x, y}, and the quadratic basis is {1, x, y, x2, xy, y2}
where x = (x, y).
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The coefficient vector a (x) is determined by minimizing
a weight discrete square norm, which is defined by:

J (x) =

N∑
i=1

wi (x)
(
pT (x) a (x)− ui

)2

(2)

where wi (x) is the weight function associated with the node
i, N is the number of nodes in Ω for which the weight
function wi (x) > 0 and ui are the fictitious nodal values,
but not the nodal values of the unknown trial function uh(x)
i.e. uh(xi) = ui.

Equation (2) can be written as:

J = [P.a (x)− u]T .W. [P.a (x)− u] , (3)

where

P =


p1 (x1) p2 (x1) · · · pm (x1)
p1 (x2) p2 (x2) · · · pm (x2)

...
...

. . .
...

p1 (xn) p2 (xn) · · · pm (xn)

 (4)

and W =


w1 (x) 0 · · · 0

0 w2 (x) · · · 0
...

...
. . .

...
0 0 · · · wn (x)

 (5)

The stationary point of J , in equation (2), with respect to
a (x) leads to the following linear relation between a (x) and
u :

A (x) a (x) = B (x) u, (6)

where the matrices A (x) and B (x) are defined by

A (x) = PTWP = B (x)P =

N∑
i=1

wi (x) p(xi)p
T (xi), (7)

B (x) = PTW =
[
w1 (x) p(x1),w2 (x) p(x2), . . . ,wn (x) p(xn)

]
.

(8)
The matrix A is often called the moment matrix, it is of size
m×m. Computing a(x) using equation (6) and substituting
it into equation (1), give:

uh(x) = ΦT (x).u =

N∑
i=1

Φi(x).ui, x ∈ Ω (9)

where
ΦT (x) = pT (x)A−1 (x)B (x) , (10)

and

φi (x) =

m∑
k=0

pk (x)
[
A−1 (x)B (x)

]
ki
. (11)

φi (x) are called the shape functions of the MLS approxi-
mation, corresponding to nodal point xi. If wi (x) ∈ Cr (Ω)
and pk (x) ∈ Cs (Ω) , i = 1, 2, . . . , n, k = 0, 1, . . . ,m, then
φi (x) ∈ Cmin(r,s) (Ω) .
These form functions φi reproduce the basic functions:

N∑
i=1

φi(x)xpi = xp, 0 ≤ p ≤ m (12)

for p1(x) = 1 we obtain the property of linear consistency
also verified by the method of the finite elements:

N∑
i=1

φi(x) = 1 (13)

The cubic spline or quartic spline weight function is applied
in the present work as:
the cubic spline weight function:

wi (x) =


2
3
− 4r2 + 4r3 r ≤ 1

2
4
3
− 4r + 4r2 − 4

3
r3, 1

2
< r ≤ 1

0, r > 1
(14)

and the quartic spline weight function:

wi (x) =

{
1− 6r2 + 8r3 − 3r4, r ≤ 1

0, r > 1
(15)

with r = ‖x−xi‖
di

where di is the support size of node xi.
In two dimensions, circular and rectangular supports are
usual:
circular support:

wi(x) = wi(
‖xi − x‖

di
) (16)

rectangular support:

wi(x) = wi(
|xi − x|
dxi

)wi(
|yi − y|
dyi

) (17)

In two dimensions and a square domain [0.4] × [0.4] with
a regular distribution of 5 × 5 knots by choosing circular
influence domain of support d = 1.5 one obtains the
folowing figures that show the support (circlar support); the
weight function and the function of form.

Fig. 1. The support of the central node (red circle).

III. NUMERICAL INTGRATION

In the MLS method, the concept of element does not exist,
and the shape functions are not polynomial, so we can not
evaluate the integrals as for the finite element method. How-
ever, we can use a direct integration nodes or an underlying
grid that serves only in the numerical integration, and does
not interfere in the approximation scheme. In this work, we
use the second method [27] with a Gaussian quadrature.

IV. CONVERGENCE IN THE MLS CONTEXT

If we consider a space of functions for example, or other
spaces, we know that different types of standard can be
considered to measure different errors or quantities. In the
context of MLS, we will also have a number of different
standards depending on the context to be considered. Recall
that the MLS approximation is written:

uapp(x) =
∑

xi∈V (x)

uiφi(x) (18)
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Fig. 2. weight function at the central node

Fig. 3. function of form at the central node

where ui means either numerically obtained nodal values
unum(xi), or the exact analytical values uex(xi) at the
considered MLS node.

A. The numerical nodal error
1) L∞-norm: The infinite nodal norm is defined by

‖Unum − Uex‖∞ = sup
1≤i≤N

|unum(xi)− uex(xi)| (19)

where unum(xi) denotes the value obtained numerically and
uex(xi) denotes the analytical value.

2) L2-norm: The norm L2 is defined by

‖Unum − Uex‖2 =

N∑
i=1

(unum(xi)− uex(xi))
2 (20)

B. Convergence in the case of a class solution Cp+1

The MLS uapp approximation can be compared to the
exact solution uex. We consider the case 1D to simlify the
proof, we also assume that the degree of reproduction is p
and that the size of the supports is r

Theorem 1.

‖uapp − uex‖L∞([0,L]) ≤
M

(p+ 1)!
rp+1 (21)

and
‖uapp − uex‖L2([0,L]) ≤

M

(p+ 1)!
rp+1 (22)

Deriving uex − uapp, we obtain a remainder of order p in
norm H1.

‖uapp − uex‖H1([0,L]) ≤
M

p!
rp (23)

Before starting the demonstration, we recall a definition:

Definition 1. We will talk about consistency or degree of
reproduction in the order p when

N∑
i=1

Φi(x)xki = xk, ∀k ∈ [0, p] (24)

Proof 1. First we implement the partition hypothesis of unity
N∑
i=1

Φi(x) = 1 (25)

then

uex(x)− uapp(x) = uex −
N∑
i=1

uex(xi)Φi(x) (26)

uex(x)− uapp(x) = uex −
N∑
i=1

(uex(x)− uex(xi))Φi(x) (27)

The development of Taylor Lagrange with integral remainder
of uex around x gives :

uex(x)− uapp(x) =

N∑
i=1

(−
p∑
j=1

uex(j)(x)
(xi − x)j

j!

−
∫ xi

x

uex(p+1) (xi − t)p

p!
dt)Φi(x)

(28)

or

uex(x)− uapp(x) = −
N∑
i=1

(

p∑
j=1

uex(j)(x)
(xi − x)j

j!
)Φi(x)+

N∑
i=1

∫ xi

x

uex(p+1) (xi − t)p

p!
dtΦi(x)

(29)
on the other hand

N∑
i=1

(

p∑
j=1

uex(j)(x)
(xi − x)j

j!
)Φi(x) =

p∑
j=1

uex(j)(x)

j!
(

N∑
i=1

(xi − x)jΦi(x))

(30)

Using the reproduction conditions in the order p (24) we
obtain

N∑
i=1

Φi(x)(
xi − x
r

)j = 0, ∀j ∈ [0, p] (31)

So we can say that
p∑
j=1

uex(j)(x)

j!
(

N∑
i=1

(xi − x)jΦi(x)) = 0 (32)

and we reduce the expression of the error to

uapp(x)− uex(x) =

N∑
i=1

(

∫ xi

x

uex(p+1) (xi − t)p

p!
dt)Φi(x) (33)

Using the fact that uex ∈ Cp+1([0, L]), and thus its (p+1)th
derivative is continuous bounded on any compact we obtain

|uapp(x)− uex(x)| ≤ M

p!

N∑
i=1

(

∫ xi

x

|xi − t|pdt)Φi(x) (34)

or

|uapp(x)− uex(x)| ≤ M

(p+ 1)!

N∑
i=1

|x− xi|p+1Φi(x) (35)
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as |xi − x| ≤ r (because if not Φi(x) = 0) we have

|uapp(x)− uex(x)| ≤ M

(p+ 1)!
rp+1, ∀x ∈ [0, L] (36)

so
‖uapp − uex‖L∞([0,L]) ≤

M

(p+ 1)!
rp+1 (37)

and
‖uapp − uex‖L2([0,L]) ≤

M

(p+ 1)!
rp+1 (38)

by deriving uex − uapp we get

‖uapp − uex‖H1([0,L]) ≤
M

p!
rp (39)

Theorem 2. If we assume only uex ∈ Hp+1 and no more
than class Cp+1 then we get that

‖uapp − uex‖L2([0,L]) ≤ Cr
p+ 1

2 ‖uex‖Hp+1([0,L]) (40)

Proof 2.

uapp(x)− uex(x) =

N∑
i=1

(

∫ xi

x

uex(p+1)(t)
(xi − t)p

p!
dt)Φi(x)

(41)
Using the fact that uex ∈ Hp+1([0, L]), we can use

the Cauchy-Schwartz inequality to increase the (p + 1)th
derivative from u,

uapp(x)− uex(x) =

N∑
i=1

(

∫ xi

x

|uex(p+1)(t)
(xi − t)p

p!
dt)Φi(x)|

(42)
or

|uapp(x)− uex(x)| ≤
N∑
i=1

(

∫ xi

x

|uex(p+1)(t)|2dt)
1
2 (

∫ xi

x

|xi − t|2pdt)
1
2 |Φi(x)|

(43)

As the form functions are compact support, we have :

Φi(x) = 0 for |x− xi| > r (44)

consequently,

|uapp(x)− uex(x)| ≤ Crp+
1
2 ‖uex(p+1)‖L2

≤ Crp+
1
2 ‖uex‖Hp+1

(45)

V. APPLICATION OF THE MLS METHOD TO FREDHOLM
INTEGRAL EQUATIONS

A. 1-D Fredholm integral equation
We consider the 1-D Fredholm’s equation defined by:

λu(x) +

∫ b

a

k(x, ξ)u(ξ) dξ = g(x), x ∈ [a, b] (46)

where u is unknown function, λ is a real parameter, a and b
are finite real numbers and k(x, ξ) is called kernel function.
Assume that u, λ, k and g have necessary conditions for
solvability of the equation. To apply the method, at first
N nodal points xi are selected on interval [a, b] where
a 6 x1 < x2 < . . . < xN 6 b. The distribution of nodes
could be selected regularly or randomly. Then, instead of
u(x), we can replace uh(x) from (9), then the equation (46)
becomes :

λuh(x) +

∫ b

a

k(x, ξ)uh(ξ) dξ = g(x), x ∈ [a, b] (47)

or equivalently
N∑
j=1

[λφj(x) +

∫ b

a

k(x, ξ)φj(ξ) dξ]uj = g(x), x ∈ [a, b] (48)

or
N∑
j=1

[λφj(xi) +

∫ b

a

k(xi, ξ)φj(ξ) dξ]uj = g(xi), i = 1, 2, . . . , N

(49)
Using the quadrature method of gauss with the weights wk

and the coefficients ξk in [a, b] to approximate the numerical
value of the integral in (49) we obtain:
N∑
j=1

[λφj(xi)+

m1∑
k=1

k(xi, ξk)φj(ξk)ωk]uj = g(xi), i = 1, 2, . . . , N

(50)
if we define F, u, and g by

Fi,j = λφj(xi) +

m1∑
k=1

k(xi, ξk)φj(ξk)ωk (51)

u = [u1, u2, . . . , uN ]T (52)

and
g = [g1, g2, . . . , gN ]T with gi = g(xi) (53)

we get the system of the following linear equations :

Fu = g (54)

the resolution of (54) gives the approximate value of u at
each point of x ∈ [a, b] by :

u(x) ' uh(x) =

N∑
j=1

φj(x)uj (55)

B. 2-D Fredholm integral equation
We consider the 2-D Fredholm’s equation defined by:

λu(x, y) +

∫
Ω

k(x, y, ξ, η)u(ξ, η)dξdη = g(x, y), (x, y) ∈ Ω

(56)
where u is an unknown function, k and g are known

functions, λ a real parameter and Ω is a 2-dimensional
bounded domain. We consider Ω in the form

Ω = {(ξ, η) ∈ R2 − 1 ≤ η ≤ 1, ϕ1(η) ≤ ξ ≤ ϕ2(η)}

To apply the method, we take N nodes Xi arbitrarily selected
in Ω, we replace u(x, y) with uh(x, y) in (56) then the
equation is written.

N∑
j=1

[λφj(x, y) +

∫ 1

−1

∫ ϕ2(η)

ϕ1(η)

k(x, y, ξ, η)φj(ξ, η)dξdη]uj

= g(x, y), (x, y) ∈ Ω

(57)

We transform the interval [ϕ1(η), ϕ2(η)] to the fixed interval
[−1, 1] by the following linear transformation:

ξ(η, θ) =
ϕ2(η)− ϕ1(η)

2
θ +

ϕ2(η) + ϕ1(η)

2

then the equation (57) is written in the form:
N∑
j=1

[λφj(x, y) +

∫ 1

−1

∫ 1

−1

K(x, y, ξ(η, θ), η)φj(ξ(η, θ), η)dθdη]uj

= g(x, y), (x, y) ∈ Ω
(58)

where

K(x, y, ξ(η, θ), η) =
ϕ2(η)− ϕ1(η)

2
k(x, y, ξ(η, θ), η)
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If (58) checks at each point (xi, yi), then we will have
N∑
i=j

[λφj(xi, yi) +

∫ 1

−1

∫ 1

−1

K(xi, yi, ξ(η, θ), η)φj(ξ, η)dξdη]uj

= g(xi, yi),
(59)

Using the Gauss quadrature method with the weights wk, wp

and the coefficients ξk, ηp in the interval [−1, 1] to approx-
imate the numerical value of the double integral in (59) we
obtain:

N∑
j=1

[λφj(xi, yi)+

m1∑
p=1

m1∑
k=1

K(xi, yi, ξ(ηp, θk), ηp)φj(ξp, ηk)ωkωp]uj

= g(xi, yi),

(60)

If we set F as a N ×N matrix defined by :

Fi,j = λφj(xi, yi)+
m1∑
p=1

m1∑
k=1

K(xi, yi, ξ(ηp, θk), ηp)φj(ξ(ηp, θk), ηp)ωkωp
(61)

and vectors :
u = [u1, u2, . . . , uN ]T

g = [g1, g2, . . . , gN ]T

Then we get the system of linear equations:

Fu = g (62)

Solving (62). the value of u(x, y) at each point (x, y) ∈ Ω
is approximated by :

u(x, y) ≈ uh(x, y) =

N∑
j=1

φj(x, y)uj , (x, y) ∈ Ω (63)

VI. APPLICATION TO THE INTEGRAL EQUATIONS OF
VOLTERRA

A. 1-D Volterra integral equations
We consider the Volterra equation defined by:

λu(x) +

∫ x

a

k(x, ξ)u(ξ) dξ = g(x), x ∈ [a, b] (64)

We take N nodes xi chosen in the interval [a, b] such that:
a ≤ x1 < x2 < . . . < xN ≤ b, if we replace u(x) bay
uh(x), then the equation (64) becomes :

λuh(x) +

∫ x

a

k(x, ξ)uh(ξ) dξ = g(x), x ∈ [a, b] (65)

or
N∑
j=1

[λφj(x) +

∫ x

a

k(x, ξ)φj(ξ) dξ]uj = g(x), x ∈ [a, b] (66)

we convert the interval [a, x] to the fixed interval [a, b] by
the linear transformation :

ξ(x, θ) =
x− a
b− a θ +

b− x
b− aa, (67)

the equation (66) is written:

N∑
j=1

[λφj(x)+

∫ b

a

K(x, ξ(x, θ))φj(ξ(x, θ)) dθ]uj = g(x), x ∈ [a, b]

(68)

with :
K(x, ξ(x, θ) =

x− a
b− a k(x, ξ(x, θ)). (69)

If the equation (68) is checked at each xi we will have:
N∑
j=1

[λφj(xi) +

∫ b

a

K(x, ξ(xi, θ))φj(ξ(xi, θ)),dθ]uj = g(xi),

(70)
Using the gauss quadrature method with the weights θk and

the coefficients ωk in [a, b] to approximate the numerical
value of the integral in (70), gives :
N∑
j=1

[λφj(xi) +

m1∑
k=1

k(x, ξ(xi, θk))φj(ξ(xi, θk))ωk]uj = g(xi),

(71)
We define F, u and g by:

Fi,j = λφj(xi) +

m1∑
k=1

k(x, ξ(xi, θk))φj(ξ(xi, θk))ωk (72)

u = [u1, u2, . . . , uN ]T (73)

and

g = [g1, g2, . . . , gN ]T with gi = g(xi) (74)

we obtain the following linear system:

Fu = g (75)

Solving (75) the value of u(x) at each point x ∈ [a, b] is
approximated by

u(x) ≈ uh(x) =

N∑
j=1

φj(x)ûj . (76)

B. 2-D Volterra integral equations

We consider the Volterra equation defined by

u(x, y) +

∫ y

c

∫ x

a

k(x, y, ξ, η)u(ξ, η)dξdη

= g(x, y), (x, y) ∈ [a, b]× [c, d].

(77)

Using the linear transformations and techniques employed
in the 1-D case, we obtain

Fi,j = λφj(xi, yi)+
m1∑
p=1

m1∑
k=1

K(xi, yi, ξ(xi, θk), η(yi, ζp))φj(ξ(xi, θk), η(yi, ζp))ωkωp,

(78)
with

ξ(x, θ) =
x− a
b− a θ +

b− x
b− aa,

η(y, ζ) =
y − c
d− c ζ +

d− y
d− c c,

K(xi, yi, ξ(xi, θk), η(yi, ζp)) =

xi − a
b− a

yi − c
d− c k(xi, yi, ξ(xi, θk), η(yi, ζp))

(79)

u , g are defined by :

u = [u1, u2, . . . , uN ]T

g = [g1, g2, . . . , gN ]T

Then we obtain the following linear equations system :

Fû = g (80)
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the solution of (80). gives the approximate value of u(x, y)
at each point (x, y) ∈ Ω by

u(x, y) ≈ uh(x, y) =

N∑
j=1

φj(x, y)uj . (81)

VII. NUMERICAL EXAMPLES AND RESULTS
INTERPRETATION

In this section, we will implement the proposed method in
numerical examples. For this, we propose to use Fredholm
equations and Voltera equations in dimension one and two,
and we compare the obtained results with the exact solutions.
In addition, to justify the effectiveness of our approach, we
compare its results with those obtained by the finite elements
method.

A. 1-D Fredholm examples

Example 1:
We consider the Fredholm equation defined by :

u(x) +

∫ 1

0

xξu(ξ) dξ =
4

3
x, x ∈ [0, 1] (82)

The exact solution is u(x) = x. We use the Gauss quadrature
method with m1 = 7 in [0; 1] to approximate the numerical
value of the integral in (82).
The table I shows the results for N = 5 , d = 0.5 , and
using a linear basis.

TABLE I
RESULTS OF EXAMPLE 1 FOR N = 5 , d = 0.5 , AND A LINEAR BASIS.

x uex uapp error
0.00 0.00000000 0.00000000 0,00
0.25 0.25000000 0.25000786 7.86 ×10−6

0.50 0.50000000 0.50001572 1.57 ×10−5

0.75 0.75000000 0.75002358 2.36 ×10−5

1.00 1.00000000 1.00003144 3.14 ×10−5

Variation of the number of nodes:
The table II shows the infinite error of our method for
different values of the number of nodes N used in the
discretization of the domain:

TABLE II
INFINITE ERROR FOR DIFFERENT VALUES OF N.

N d(support) error ‖ e ‖∞
5 0.5 3.14 ×10−5

9 0.5
2

3.93 ×10−6

17 0.5
4

1, 96 ×10−6

33 0.5
8

9.82 ×10−7

66 0.5
16

4.91 ×10−7

To show the effectiveness of our approach, we evaluate the
infinite error obtained using the finite elements method, and
we compare it with our results. The Fig.4 shows the results
for different values of N.

Fig. 4. Comparison of MLS and FE errors.

Example 2:
In this example we consider an equation with a symmetric
domain.

u(x) +

∫ 1

−1

xξu(ξ) dξ =
5

3
x, x ∈ [−1, 1] (83)

The exact solution is u(x) = x.
We use the Gauss quadrature method with m1 = 7 in

[−1, 1] to approximate the numerical value of the integral in
(83).
The tables III and IV show the results for N = 5 and d =
0.51, and when N is varying :

TABLE III
RESULTS FOR N = 5 AND d = 0.51, WITH A SYMMETRIC DOMAIN.

x uex uapp error
-1.00 -1.00000000 -1.00525088 5.2 ×10−3

0.50 -0.50000000 -0.50762544 7.6 ×10−3

0.00 0.00000000 0.00000000 0.00
0.50 0.50000000 0.50762544 7.6 ×10−3

1.00 1.00000000 1.07525088 5.2 ×10−3

TABLE IV
VARIATION OF THE NUMBER OF NODES N WITH A SYMMETRIC DOMAIN.

N d(support) error ‖ e ‖∞
5 0.51 5.2 ×10−3

9 0.51
2

1.8 ×10−4

17 0.51
4

9.40 ×10−4

33 0.51
8

4.70 ×10−4

66 0.5
16

1.45 ×10−4

Example 3:
We consider the following equation :

u(x) +
1

3

∫ 1

0

exp(2x− 5ξ

3
)u(ξ) dξ = exp(2x+

1

3
), x ∈ [0, 1]

(84)
The exact solution is u(x) = exp(2x).

The table V shows the results for N = 10 and d = 0.25:

B. 1-D Voltera example
We consider the following equation :

u(x)− 1

8

∫ x

0

x× ξu(ξ) dξ = 4x− 1

6
x4, x ∈ [0, 1] (85)
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TABLE V
RESULTS OF EXAMPLE 3 FOR N = 10 AND d = 0.25.

x uex uapp error
0.00000000 1.00000000 1.00003463 3.46×10−5

0.11111111 1.24884886 1.24889200 4.31×10−5

0.22222222 1.55962349 1.55967736 5.38 ×10−5

0.33333333 1.94773404 1.94780131 6.72 ×10−5

0.44444444 2.43242545 2.43250947 8.40 ×10−5

0.55555555 3.03773177 3.03783670 1.04 ×10−4

0.66666666 3.79366789 3.79379893 1.31 ×10−4

0.77777777 4.73771785 4.73788150 1.63 ×10−4

0.88888888 5.91669359 5.91689795 2.04 ×10−4

1.00000000 7.38905609 7.38931204 2.55 ×10−4

The exact solution is u(x) = 4x.
The numerical results are presented in the table VI below for
N = 10 and d = 0.25 :

TABLE VI
RESULTS OF 1-D VOLTERA EXAMPLE, N = 10 AND d = 0.25.

x uex uapp error
0.00000000 0.00000000 0.00000000 0,00
0.11111111 0.444444444 0.44444444 0.00
0.22222222 0.88888888 0.88888887 1.00 ×10−8

0.33333333 1.33333332 1.33333314 1.80 ×10−7

0.44444444 1.77777776 1.77777711 6.66 ×10−7

0.55555555 2.22222222 2.22222040 1.82 ×10−6

0.66666666 2.66666664 2.66666290 3.74 ×10−6

0.77777777 3.11111108 3.11110363 7.45 ×10−6

0.88888888 3.55555552 3.55554323 1.22 ×10−5

1.00000000 4.00000000 3.99997857 2.14 ×10−5

C. 2-D Fredholm example

We consider the Fredholm equation defined by:

u(x, y) +

∫ 1

0

∫ 1

0

xyξηu(ξ, η) dξdη =
10

9
xy,

0 ≤ x, y ≤ 1

(86)

The exact solution is u(x, y) = xy.
The table VII shows the results for N = 3×3 and d = 0.101

TABLE VII
RESULTS OF 2-D FREDHOLM EXAMPLE, N = 3× 3 AND d = 0.101.

(x; y) uex uapp error
( 0;0) 0.00000000 0.00000000 0,00
(0.5;0) 0.00000000 0.00000771 7.71 ×10−6

(1;0) 0.00000000 0.00001543 1.54 ×10−5

(0;0.5) 0.00000000 0.00000000 0.00
(0.5;0.5) 0.25000000 0.25969089 9.69 ×10−3

(1;0.5) 0.50000000 0.51938179 1.94 ×10−2

(0;1) 0.00000000 0.00000000 0.00
(0.5;1) 0.5000000 0.51938950 1.94 ×10−2

(1;1) 1.0000000 1.03877901 3.88 ×10−2

Variation of the number of nodes:
the table VIII below shows the evaluation of the error when
N is varing

TABLE VIII
VARIATION OF THE NUMBER OF NODES FOR 2-D FREDHOLM .

N d(support) error ‖ e ‖∞
3× 3 0.55 3.88 ×10−2

5× 5 0.25 2.02 ×10−2

6× 6 0.21 1, 10 ×10−2

11× 11 0.11 4.59 ×10−3

D. 2-D Voltera example
We consider the Voltera equation defined by:

u(x, y) +

∫ x

0

∫ y

0

xyξηu(ξ, η) dξdη = xy +
1

9
x4y4,

0 ≤ x, y ≤ 1

(87)

The exact solution is u(x, y) = xy.
The results obtained are given in the table IX for N = 3×3
and d = 0.5021:

TABLE IX
RESULTS OF 2-D VOLTERA EXAMPLE,N = 3× 3 AND d = 0.5021 .

(x; y) uex uapp error
(0 ;0) 0.00000000 0.00000000 0,00
(0.5;0) 0.00000000 0.00000007 7 ×10−8

(1;0) 0.00000000 0.00000014 1.4 ×10−7

(0;0.5) 0.00000000 0.00000000 0.00
(0.5;0.5) 0.25000000 0.25042044 4.20 ×10−4

(1;0.5) 0.50000000 0.50655079 6.55 ×10−4

(0;1) 0.00000000 0.00000000 0.00
(0.5;1) 0.50000000 0.50691734 6.91 ×10−3

(1;1) 1.00000000 1.11032404 1.10 ×10−1

Results interpretation:
The numerical examples presented above show that the
approximate solutions are in accord with the exact solutions.
The error obtained numerically is in accord with the theo-
retical estimation and is slightly better compared with the
results obtained by finite elements method.

VIII. CONCLUSION

In this work the MLS method is presented and applied
to solve Fredholm and Volterra integral equations in di-
mension one and two. The numerical tests presented are in
perfect concordance with the exact solutions. The examples
discussed show that the numerical error of our approach is
comparable to that expected theoretically and is better than
that obtained by the finite elements method.This makes it
possible to evaluate the effectiveness of the method and to
validate our code. This method can be used successfully in
a very large number of applications where the use of mesh
methods is limited by remeshing problems such as the cases
of large deformation problems. One could also use this to
solve the mixed integral equations and the class of nonlinear
integral and integro-differential equations.
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