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Abstract—For the last few years, by utilizing Mawhin’s con-
tinuation theorem of coincidence degree theory, many scholars
are concerning with the existence of multiple positive periodic
solutions for the non-linear ecosystems with harvesting terms.
In the real world, almost periodicity is usually more realistic
and more general than periodicity, but there are scarcely any
papers concerning on the issue of the multiplicity of positive
almost periodic solutions and local asymptotical stability of non-
linear ecosystems. By means of Mawhin’s continuation theorem
of coincidence degree theory and Lyapunov functional method,
some sufficient conditions for the existence of at least four pos-
itive almost periodic solutions and local asymptotical stability
to a delayed two-species system of facultative mutualism with
harvesting terms are established.

Index Terms—Multiplicity, Almost periodicity, Coincidence
degree, Facultative mutualism, Harvesting.

I. INTRODUCTION

In theoretical population biology, mutualism has received
very little attention compared to that given to predator-prey
interactions or competition among species (see [1-6]). A
facultative mutualist is one which benefits in some way from
the association with another species but will survive in its
absence, e.g., blue-green algae can grow and reproduce in the
absence of zooplankton grazers, but growth and reproduction
are enhanced by the presence of the zooplankton (see [1]).
In [2], Liu et al. proposed a delayed two-species system
modelling ”facultative mutualism” as follows:

y′1(t) = y1(t)
[
r1(t)− a1(t)y1(t)

+b1(t)y1(t− µ1(t))
+c1(t)y2(t− ν1(t))

]
,

y′2(t) = y2(t)
[
r2(t)− a2(t)y2(t)

+b2(t)y2(t− µ2(t))
+c2(t)y1(t− ν2(t))

]
,

(1)

where ri, ai, bi, ci, µi and νi are continuous periodic
functions, i = 1, 2. It is obvious that the type of ecological
interaction corresponding to system (1) is a two-species
system of facultative mutualism, that is, each species can
persist in the absence of the other, however, each species
enhances the average growth rate of the other. The type of
ecological interaction corresponding to system (1) is known
as facultative mutualism. There exists an extensive literature
concerned with the dynamics of mutualism [7-14] and other
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systems under the general formalism of competition and
cooperation [15-17]). In [5], some sufficient conditions are
derived for the existence and globally asymptotic stability of
positive periodic solutions of system (1) by using Mawhin’s
continuous theorem of coincidence degree theory and con-
structing a suitable Lyapunov functional.

In the real world, there are all kinds of natural or artificially
cultivable biological resources, e.g., ocean fish, grassland,
forest and so on. For the purpose of long-term use of
them, it must be reasonable development and scientific
management. We should not only consider the current yield,
but also consider the ecological balance and the long-term
yield. In many earlier studies, it has been shown that the
harvesting term has a strong impact on the development and
management of biological resources. e.g., see [18-21]. So
the study of the population dynamics with harvesting terms
is becoming a very important subject in mathematical bio-
economics [18-26]. In [22], Fang and Xiao investigated the
existence of multiple periodic solutions of a delayed Lotka-
Volterra competition systems with harvesting rate. In [23],
Zhao et al. considered a kind of Lotka-Volterra network-like
food-chain system and obtained the existence of multiple pe-
riodic solutions of the model. Compared with the harvesting
predator-prey interactions or competition among species (see
[18-26]), the study of the harvesting facultative mutualist is
rare. The delayed two-species model of facultative mutualism
with harvesting terms generally described as:

y′1(t) = y1(t)
[
r1(t)− a1(t)y1(t)

+b1(t)y1(t− µ1(t))
+c1(t)y2(t− ν1(t))

]
− h1(t),

y′2(t) = y2(t)
[
r2(t)− a2(t)y2(t)

+b2(t)y2(t− µ2(t))
+c2(t)y1(t− ν2(t))

]
− h2(t),

(2)

where hi (i = 1, 2) denote harvesting rate.
For the last few years, by utilizing Mawhin’s continuation

theorem of coincidence degree theory, many scholars are
concerning with the existence of multiple positive periodic
solutions for some non-linear ecosystems with harvesting
terms, see [22-26]. However, in real world phenomenon,
if the various constituent components of the temporally
nonuniform environment is with incommensurable (nonin-
tegral multiples, see Example 1) periods, then one has to
consider the environment to be almost periodic since there
is no a priori reason to expect the existence of periodic
solutions. Hence, if we consider the effects of the envi-
ronmental factors, almost periodicity [27-36] is sometimes
more realistic and more general than periodicity. Unlike the
periodic oscillation, owing to the complexity of the almost
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periodic oscillation, it is hard to study the existence of
positive almost periodic solutions of non-linear ecosystems
by using Mawhin’s continuation theorem [27-28]. Therefore,
to the best of the authors’ knowledge, so far, there are scarce-
ly any papers concerning with the multiplicity of positive
almost periodic solutions of system (2) by using Mawhin’s
continuation theorem. Stimulated by the above reason, the
main purpose of this paper is to establish sufficient condi-
tions for the existence of multiple positive almost periodic
solutions to system (2) by applying Mawhin’s continuation
theorem of coincidence degree theory.

Example 1. Consider the following simple population mod-
el:

y′(t) = y(t)
[
| sin
√

2t| − | sin
√

3t|y(t)
]
. (3)

In system (3), | sin(
√

2t)| is
√

2π
2 -periodic function and

| sin(
√

3t)| is
√

3π
3 -periodic function, which imply that E-

q. (3) is with incommensurable periods. Then there is no
a priori reason to expect the existence of positive periodic
solutions of Eq. (3). Thus, it is significant to study the
existence of positive almost periodic solutions of Eq. (3).

If bi ≡ 0 and νi ≡ 0, i = 1, 2, then system (2) reduces to
the following form

y′1(t) = y1(t)
[
r1(t)− a1(t)y1(t)

+c1(t)y2(t)
]
− h1(t),

y′2(t) = y2(t)
[
r2(t)− a2(t)y2(t)

+c2(t)y1(t)
]
− h2(t).

(4)

By using the continuation theorem of coincidence degree,
Hu and Zhang [3] established the existence of four positive
periodic solutions for system (4).

Let R, Z and N+ denote the sets of real numbers, integers
and positive integers, respectively, C(X,Y) and C1(X,Y) be
the space of continuous functions and continuously differen-
tial functions which map X into Y, respectively. Especially,
C(X) := C(X,X), C1(X) := C1(X,X). Related to a
continuous function f , we use the following notations:

f l = inf
s∈R

f(s), fu = sup
s∈R

f(s),

|f |∞ = sup
s∈R
|f(s)|, f̄ = lim

T→∞

1

T

∫ T

0

f(s) ds.

Throughout this paper, we always make the following
assumption for system (2):

(F1) All the coefficients in system (2) are continuous non-
negative almost periodic functions.

The paper is organized as follows. In Section 2, we
give some basic definitions and necessary lemmas which
will be used in later sections. In Section 3, we obtain
sufficient condition for the existence of at least four positive
almost periodic solutions to system (2) by way of Mawhin’s
continuous theorem. An example and numerical simulations
are also given to illustrate our main result.

II. PRELIMINARIES

Next, we present and prove several useful lemmas which
will be used in later section.

Definition 1. ( [27], [28]) x ∈ C(R,Rn) is called almost
periodic, if for any ε > 0, it is possible to find a real

number l = l(ε) > 0, for any interval with length l(ε),
there exists a number τ = τ(ε) in this interval such that
‖x(t + τ) − x(t)‖ < ε, ∀t ∈ R, where ‖ · ‖ is arbitrary
norm of Rn. τ is called to the ε-almost period of x, T (x, ε)
denotes the set of ε-almost periods for x and l(ε) is called
to the length of the inclusion interval for T (x, ε). The
collection of those functions is denoted by AP (R,Rn). Let
AP (R) := AP (R,R).

Lemma 1. ( [27], [28]) If x ∈ AP (R), then x is bounded
and uniformly continuous on R.

Lemma 2. ( [27], [28]) If x ∈ AP (R), then
∫ t

0
x(s) ds ∈

AP (R) if and only if
∫ t

0
x(s) ds is bounded on R.

Lemma 3. ( [27], [28])If x ∈ C(R) is a strictly monotone
function, then x∈̄AP (R).

Lemma 4. ( [27], [28]) Assume that x ∈ AP (R) ∩ C1(R)
with ẋ ∈ C(R), for ∀ε > 0, we have the following
conclusions:

(1) there is a point ξε ∈ [0,+∞) such that x(ξε) ∈
[x∗ − ε, x∗] and ẋ(ξε) = 0;

(2) there is a point ηε ∈ [0,+∞) such that x(ηε) ∈
[x∗, x∗ + ε] and ẋ(ηε) = 0.

III. ALMOST PERIODIC SOLUTIONS

The method to be used in this paper involves the appli-
cations of the continuation theorem of coincidence degree.
This requires us to introduce a few concepts and results from
Gaines and Mawhin [37].

Let X and Y be real Banach spaces, L : DomL ⊆ X→ Y
be a linear mapping and N : X → Y be a continuous map-
ping. The mapping L is called a Fredholm mapping of index
zero if ImL is closed in Y and dimKerL = codimImL <
+∞. If L is a Fredholm mapping of index zero and there
exist continuous projectors P : X→ X and Q : Y→ Y such
that ImP = KerL, KerQ = ImL = Im(I − Q). It follows
that L|DomL∩KerP : (I − P )X → ImL is invertible and its
inverse is denoted by KP . If Ω is an open bounded subset of
X, the mapping N will be called L-compact on Ω̄ if QN(Ω̄)
is bounded and KP (I − Q)N : Ω̄ → X is compact. Since
ImQ is isomorphic to KerL, there exists an isomorphism
J : ImQ→ KerL.

Lemma 5. ( [37]) Let Ω ⊆ X be an open bounded set, L
be a Fredholm mapping of index zero and N be L-compact
on Ω̄. If all the following conditions hold:

(a) Lx 6= λNx, ∀x ∈ ∂Ω ∩DomL, λ ∈ (0, 1);
(b) QNx 6= 0, ∀x ∈ ∂Ω ∩KerL;
(c) deg{JQN,Ω∩KerL, 0} 6= 0, where J : ImQ→ KerL

is an isomorphism.

Then Lx = Nx has a solution on Ω̄ ∩DomL.

For f ∈ AP (R), we denote by

Λ(f) =

{
$ ∈ R : lim

T→∞

1

T

∫ T

0

f(s)e−i$sds 6= 0

}
the set of Fourier exponents of f .

Now we are in the position to present and prove our result
on the existence of at least four positive almost periodic
solutions for system (2).
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Under the invariant transformation (y1, y2)T =
(ex1 , ex2)T , system (2) reduces to

x′1(t) = r1(t)− a1(t)ex1(t)

+b1(t)ex1(t−µ1(t))

+c1(t)ex2(t−ν1(t)) − h1(t)

ex1(t) := F1(t),

x′2(t) = r2(t)− a2(t)ex2(t)

+b2(t)ex2(t−µ2(t))

+c2(t)ex1(t−ν2(t)) − h2(t)

ex2(t) := F2(t).

(5)

Take X = Y = V1

⊕
V2, where

V1 =

{
z = (x1, x2)T ∈ AP (R,R2) :

∀$ ∈ Λ(x1) ∪ Λ(x2), |$| ≥ θ0

}
,

V2 =
{
z = (x1, x2)T ≡ (k1, k2)T , k1, k2 ∈ R

}
,

where θ0 is a given positive constant. Define the norm

‖z‖ = max

{
sup
s∈R
|x1(s)|, sup

s∈R
|x2(s)|

}
, ∀z ∈ X = Y.

Then X and Y are Banach spaces with the norm ‖ · ‖.
Similar to the proof in papers [27], [28], we have the

following lemmas.

Lemma 6. Let L : X → Y, Lz = L(x1, x2)T = (ẋ1, ẋ2)T ,
then L is a Fredholm mapping of index zero.

Lemma 7. Define N : X→ Y, P : X→ X and Q : Y→ Y
by

Nz = N

[
x1(t)
x2(t)

]
=

[
F1(t)
F2(t)

]
,

P z = P

[
x1

x2

]
=

[
m(x1)
m(x2)

]
= Qz, ∀z ∈ X = Y.

Then N is L-compact on Ω̄(Ω is an open and bounded subset
of X).

Let

ρ1 := ln

[
ru1 (al2 − bu2 ) + cu1r

u
2

(al1 − bu1 )(al2 − bu2 )− cu1cu2

]
,

ρ2 := ln

[
ru2 + cu2e

ρ1

al2 − bu2

]
,

φ1 :=
hl1

ru1 + bu1e
ρ1 + cu1e

ρ2
, φ2 :=

hl2
ru2 + bu2e

ρ2 + cu2e
ρ1
.

Theorem 1. Assume that (H1) and the following condition
hold:

(H2) hli > 0, i = 1, 2,
(H3) al1 > bu1 ,
(H4) (al1 − bu1 )(al2 − bu2 ) > cu1c

u
2 ,

(H5) rl1 + bl1φ1 + cl1φ2 > 2
√
au1h

u
1 , rl2 + bl2φ2 + cl2φ1 >

2
√
au2h

u
2 ,

then system (2) admits at least four positive almost periodic
solutions.

Proof: It is easy to see that if system (5) has one almost
periodic solution (x1, x2)T , then (y1, y2)T = (ex1 , ex2)T is
a positive almost periodic solution of system (2). Therefore,
to completes the proof it suffices to show that system (5) has
one almost periodic solution.

In order to apply Lemma 5, we need to search for an
appropriate open-bounded subset Ω.

Corresponding to the operator equation Lw = λw, λ ∈
(0, 1), we have

x′1(t) = λ

[
r1(t)− a1(t)ex1(t) + b1(t)ex1(t−µ1(t))

+c1(t)ex2(t−ν1(t)) − h1(t)

ex1(t)

]
,

x′2(t) = λ

[
r2(t)− a2(t)ex2(t) + b2(t)ex2(t−µ2(t))

+c2(t)ex1(t−ν2(t)) − h2(t)

ex2(t)

]
.

(6)

Suppose that (x1, x2)T ∈ DomL ⊆ X is a solution of system
(6) for some λ ∈ (0, 1), where DomL = {w = (x1, x2)T ∈
X : x1, x2 ∈ C1(R), x′1, x

′
2 ∈ C(R)}. By Lemma 4, for

∀ε ∈ (0, 1), there are two points ξ(1)
ε , ξ

(2)
ε ∈ [0,+∞) such

that
x′1(ξ(1)

ε ) = 0, x1(ξ(1)
ε ) ∈ [x∗1 − ε, x∗1];

x′2(ξ(2)
ε ) = 0, x2(ξ(2)

ε ) ∈ [x∗2 − ε, x∗2], (7)

where x∗1 = sups∈R x1(s) and x∗2 = sups∈R x2(s).
Further, in view of (H3)-(H4), we may assume that the

above ε is small enough so that

al2 > eεbu2 and (al1 − eεbu1 )(al2 − eεbu2 ) > e2εcu1c
u
2 .

From system (6), it follows from (7) that

a1(ξ(1)
ε )ex1(ξ(1)ε ) +

h1(ξ
(1)
ε )

ex1(ξ
(1)
ε )

= r1(ξ(1)
ε ) + b1(ξ(1)

ε )ex1(ξ(1)ε −µ1(ξ(1)ε ))

+c1(ξ(1)
ε )ex2(ξ(1)ε −ν1(ξ(1)ε )), (8)

a2(ξ(2)
ε )ex2(ξ(2)ε ) +

h2(ξ
(2)
ε )

ex2(ξ
(2)
ε )

= r2(ξ(2)
ε ) + b2(ξ(2)

ε )ex2(ξ(2)ε −µ2(ξ(2)ε ))

+c2(ξ(2)
ε )ex1(ξ(2)ε −ν2(ξ(2)ε )). (9)

In view of (8), we have from (7) that

al1e
x∗
1−ε ≤ a1(ξ(1)

ε )ex1(ξ(1)ε )

≤ r1(ξ(1)
ε ) + b1(ξ(1)

ε )ex1(ξ(1)ε −µ1(ξ(1)ε ))

+c1(ξ(1)
ε )ex2(ξ(1)ε −ν1(ξ(1)ε ))

≤ ru1 + bu1e
x∗
1 + cu1e

x∗
2 .

That is,

(al1 − eεbu1 )ex
∗
1 ≤ eεru1 + eεcu1e

x∗
2 . (10)

Similarly, we obtain from (9) that

(al2 − eεbu2 )ex
∗
2 ≤ eεru2 + eεcu2e

x∗
1 . (11)

Substituting (11) into (10) leads to

(al1 − eεbu1 )(al2 − eεbu2 )ex
∗
1 ≤ eεru1 (al2 − eεbu2 )

+eεcu1 [eεru2 + eεcu2e
x∗
1 ],

which implies that[
(al1 − eεbu1 )(al2 − eεbu2 )− e2εcu1c

u
2

]
ex

∗
1
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≤ eεru1 (al2 − eεbu2 ) + e2εcu1r
u
2

is equivalent to

x∗1 ≤ ln

[
eεru1 (al2 − eεbu2 ) + e2εcu1r

u
2

(al1 − eεbu1 )(al2 − eεbu2 )− e2εcu1c
u
2

]
.

Letting ε→ 0 in the above inequality leads to

x∗1 ≤ ln

[
ru1 (al2 − bu2 ) + cu1r

u
2

(al1 − bu1 )(al2 − bu2 )− cu1cu2

]
:= ρ1. (12)

Substituting (12) into (11) leads to

(al2 − eεbu2 )ex
∗
2 ≤ eεru2 + eεcu2e

ρ1 .

Letting ε→ 0 in the above inequality leads to

x∗2 ≤ ln

[
ru2 + cu2e

ρ1

al2 − bu2

]
:= ρ2. (13)

Also, for ∀ε ∈ (0, 1), there are two points η(1)
ε , η

(2)
ε ∈

[0,+∞) such that

x′1(η(1)
ε ) = 0, x1(η(1)

ε ) ∈ [x1∗, x1∗ + ε];

x′2(η(2)
ε ) = 0, x2(η(2)

ε ) ∈ [x2∗, x2∗ + ε], (14)

where x1∗ = infs∈R x1(s) and x2∗ = infs∈R x2(s).

From system (6), it follows from (14) that

a1(η(1)
ε )ex1(η(1)ε ) +

h1(η
(1)
ε )

ex1(η
(1)
ε )

= r1(η(1)
ε ) + b1(η(1)

ε )ex1(η(1)ε −µ1(η(1)ε ))

+c1(η(1)
ε )ex2(η(1)ε −ν1(η(1)ε )), (15)

a2(η(2)
ε )ex2(η(2)ε ) +

h2(η
(2)
ε )

ex2(η
(2)
ε )

= r2(η(2)
ε ) + b2(η(2)

ε )ex2(η(2)ε −µ2(η(2)ε ))

+c2(η(2)
ε )ex1(η(2)ε −ν2(η(2)ε )). (16)

In view of (15), we have from (12)-(14) that

hl1
ex1∗+ε

≤ h1(η
(1)
ε )

ex1(η
(1)
ε )

≤ r1(η(1)
ε ) + b1(η(1)

ε )ex1(η(1)ε −µ1(η(1)ε ))

+c1(η(1)
ε )ex2(η(1)ε −ν1(η(1)ε ))

≤ ru1 + bu1e
ρ1 + cu1e

ρ2 .

That is,

ex1∗ ≥ hl1
eε(ru1 + bu1e

ρ1 + cu1e
ρ2)

is equivalent to

x1∗ ≥ ln

[
hl1

eε(ru1 + bu1e
ρ1 + cu1e

ρ2)

]
.

Letting ε→ 0 in the above inequality leads to

x1∗ ≥ ln

[
hl1

ru1 + bu1e
ρ1 + cu1e

ρ2

]
:= ρ3. (17)

By a parallel argument as that in (17), we can obtain that

x2∗ ≥ ln

[
hl2

ru2 + bu2e
ρ2 + cu2e

ρ1

]
:= ρ4. (18)

In view of (8) and (15), we have that

a1(ξ(1)
ε )ex1(ξ(1)ε ) +

h1(ξ
(1)
ε )

ex1(ξ
(1)
ε )
≥ rl1 + bl1e

ρ3 + cl1e
ρ4 ,

a1(η(1)
ε )ex1(η(1)ε ) +

h1(η
(1)
ε )

ex1(η
(1)
ε )
≥ rl1 + bl1e

ρ3 + cl1e
ρ4 ,

which yield that

au1e
2x1(ξ(1)ε ) − (rl1 + bl1e

ρ3 + cl1e
ρ4)ex1(ξ(1)ε ) + hu1 ≥ 0,

au1e
2x1(η(1)ε ) − (rl1 + bl1e

ρ3 + cl1e
ρ4)ex1(η(1)ε ) + hu1 ≥ 0,

which imply from (H5) that

x1(ξ(1)
ε ) ≥ lnκ1

+ or x1(ξ(1)
ε ) ≤ lnκ1

−,

x1(η(1)
ε ) ≥ lnκ1

+ or x1(η(1)
ε ) ≤ lnκ1

−,

where

κ1
± :=

rl1 + bl1φ1 + cl1φ2 ±
√

(rl1 + bl1φ1 + cl1φ2)2 − 4au1h
u
1

2au1
.

Letting ε→ 0 in the above inequalities lead to

x∗1 ≥ lnκ1
+ or x∗1 ≤ lnκ1

−, (19)

x1∗ ≥ lnκ1
+ or x1∗ ≤ lnκ1

−. (20)

By similar arguments as that in (19)-(20), we obtain that

x∗2 ≥ lnκ2
+ or x∗2 ≤ lnκ2

−, (21)

x2∗ ≥ lnκ2
+ or x2∗ ≤ lnκ2

−, (22)

where

κ2
± :=

rl2 + bl2φ2 + cl2φ1 ±
√

(rl2 + bl2φ2 + cl2φ1)2 − 4au2h
u
2

2au2
.

From (12)-(13) and (17)-(22), it follows that

ρ3 ≤ x1(t) ≤ lnκ1
− or lnκ1

+ ≤ x1(t) ≤ ρ1, (23)

ρ4 ≤ x2(t) ≤ lnκ2
− or lnκ2

+ ≤ x2(t) ≤ ρ2. (24)

Obviously, lnκ1
±, lnκ2

±, ρ1, ρ2, ρ3 and ρ4 are independent

of λ. Let εi =
lnκi+−lnκi−

4 (i = 1, 2) and

Ω1 =

{
w = (x1, x2)T ∈ X : 1− ρ3 < x1(t) < lnκ1

− + ε1,

ρ4 − 1 < x2(t) < lnκ2
− + ε2,∀t ∈ R

}
,

Ω2 =

{
w = (x1, x2)T ∈ X : lnκ1

+ − ε1 < x1(t) < ρ1 + 1,

ρ4 − 1 < x2(t) < lnκ2
− + ε2,∀t ∈ R

}
,
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Ω3 =

{
w = (x1, x2)T ∈ X : 1− ρ3 < x1(t) < lnκ1

− + ε1,

lnκ2
+ − ε2 < x2(t) < ρ2 + 1, ∀t ∈ R

}
,

Ω4 =

{
w = (x1, x2)T ∈ X : lnκ1

+ − ε1 < x1(t) < ρ1 + 1,

lnκ2
+ − ε2 < x2(t) < ρ2 + 1, ∀t ∈ R

}
.

Then Ω1, Ω2, Ω3 and Ω4 are bounded open subsets of X,
Ωi ∩ Ωj = ∅, i 6= j, i, j = 1, 2, 3, 4. Therefore, Ω1, Ω2,
Ω3 and Ω4 satisfy condition (a) of Mawhin’s continuous
theorem.

Now we show that condition (b) of Mawhin’s continuous
theorem holds, i.e., we prove that QNw 6= 0 for all w =
(x1, x2)T ∈ ∂Ωi ∩ KerL = ∂Ωi ∩ R2, i = 1, 2, 3, 4. If
it is not true, then there exists at least one constant vector
w0 = (x0

1, x
0
2)T ∈ ∂Ωi (i = 1, 2, 3, 4) such that{

r̄1 − ā1e
x0
1 + b̄1e

x0
1 + c̄1e

x0
2 − h̄1

ex
0
1

= 0,

r̄2 − ā2e
x0
2 + b̄2e

x0
2 + c̄2e

x0
1 − h̄2

ex
0
2

= 0.

Similar to the arguments as that in (23)-(24), it follows that

ρ3 ≤ x0
1 ≤ lnκ1

− or lnκ1
+ ≤ x0

1 ≤ ρ1,

ρ4 ≤ x0
2 ≤ lnκ2

− or lnκ2
+ ≤ x0

2 ≤ ρ2.

Then w0 ∈ Ω1 ∩ R2 or w0 ∈ Ω2 ∩ R2 or w0 ∈ Ω3 ∩ R2 or
w0 ∈ Ω4 ∩ R2. This contradicts the fact that w0 ∈ ∂Ωi (i =
1, 2, 3, 4). This proves that condition (b) of Mawhin’s con-
tinuous theorem holds.

Finally, we will show that condition (c) of Mawhin’s
continuous theorem is satisfied. Let us consider the homotopy

H(ι, w) = ιQNw + (1− ι)Φw, (ι, w) ∈ [0, 1]× R2,

where

Φw = Φ

(
x1

x2

)
=

(
r̄1 − ā1e

x1 + b̄1e
x1 + c̄1e

ρ2 − h̄1

ex1

r̄2 − ā2e
x2 + b̄2e

x2 + c̄2e
ρ1 − h̄2

ex2

)
.

From the above discussion it is easy to verify that H(ι, w) 6=
0 on ∂Ωi∩KerL, ∀ι ∈ [0, 1], i = 1, 2, 3, 4. Further, Φw = 0
has four distinct solutions:

(x∗1, x
∗
2)T = (lnx1

−, lnx
2
−)T ,

(y∗1 , y
∗
2)T = (lnx1

+, lnx
2
+)T ,

(u∗1, u
∗
2)T = (lnx1

+, lnx
2
−)T ,

(v∗1 , v
∗
2)T = (lnx1

−, lnx
2
+)T ,

where

x1
± =

r̄1 + c̄1e
ρ2 ±

√
(r̄1 + c̄1eρ2)2 − 4(ā1 − b̄1)h̄1

2(ā1 − b̄1)
,

x2
± =

r̄2 + c̄2e
ρ1 ±

√
(r̄2 + c̄2eρ1)2 − 4(ā2 − b̄2)h̄2

2(ā2 − b̄2)
.

It is easy to verify that

ρ3 < lnx1
− < lnκ1

− < lnκ1
+ < lnx1

+ < ρ1,

ρ4 < lnx2
− < lnκ2

− < lnκ2
+ < lnx2

+ < ρ2.

Therefore

(x∗1, x
∗
2)T ∈ Ω1, (v∗1 , v

∗
2)T ∈ Ω2,

(u∗1, u
∗
2)T ∈ Ω3, (y∗1 , y

∗
2)T ∈ Ω4.

By the invariance property of homotopy, we have

deg
(
JQN,Ωi ∩KerL, 0

)
= deg

(
QN,Ωi ∩KerL, 0

)
= deg

(
Φ,Ωi ∩KerL, 0

)
6= 0, i = 1, 2, 3, 4,

where deg(·, ·, ·) is the Brouwer degree and J is the identity
mapping since ImQ = KerL. Obviously, all the conditions
of Lemma 5 are satisfied. Therefore, system (5) has four
almost periodic solutions, that is, system (2) has at least four
positive almost periodic solutions. This completes the proof.

From the proof of Theorem 2, we have that

Corollary 1. Assume that (H1)-(H5) hold. Suppose further
that ri, ai, bi, ci, µi and νi of system (2) are continuous
nonnegative periodic functions with periods αi, βi, γi, σi,
ψi and ωi, respectively, i = 1, 2, then system (2) admits at
least four positive almost periodic solutions.

Corollary 2. Assume that (H1)-(H5) hold. Suppose further
that ri, ai, bi, ci, µi and νi of system (2) are continuous
nonnegative ω-periodic functions, i = 1, 2, then system (2)
admits at least four positive ω-periodic solutions.

Remark 1. In system (2), when bi ≡ 0 and νi ≡ 0, i = 1, 2,
Hu and Zhang [3] obtained Corollary 2, but they couldn’t
obtain Corollary 1. Therefore, our result extends their work.

IV. LOCAL ASYMPTOTICAL STABILITY

In this section, we will construct some suitable Lyapunov
functions to study the local asymptotical stability of system
(2).

Theorem 2. Assume that µi(t) ≡ 0 and νi(t) ≡ 0 are
constant functions, i = 1, 2. Suppose further that

(H6) there exist two positive constants y∗1 and y∗2 such
that Θ = mini=1,2{rli−2aui y

∗
i −2bui y

∗
i −2cui y

∗
i } >

0.
Then system (2) is locally asymptotically stable.

Proof: Let B := {y = (y1, y2)T ∈ R2 : 0 ≤ yi ≤
y∗i , i = 1, 2}. Assume that y(t) = (y1(t), y2(t))T ∈ B and
y∗(t) = (y∗1(t), y∗2(t))T ∈ B are any two solutions of system
(2). In view of system (2), for t ∈ R+, i = 1, 2, . . . , n, we
have

(y1(t)− y∗1(t))′ = r1(t)
[
y1(t)− y∗1(t)

]
−a1(t)

[
y1(t) + y∗1(t)

][
y1(t)− y∗1(t)

]
−b1(t)y1(t)

[
y1(t)− y∗1(t)

]
−b1(t)y∗1(t)

[
y1(t)− y∗1(t)

]
+c1(t)y∗2(t)

[
y1(t)− y∗1(t)

]
+c1(t)y∗1(t)

[
y2(t)− y∗2(t)

]
≥ rl1

[
y1(t)− y∗1(t)

]
−au12y∗1

∣∣y1(t)− y∗1(t)
∣∣

−bu1y∗1
∣∣y1(t)− y∗1(t)

∣∣
−bu1y∗1

∣∣y1(t)− y∗1(t)
∣∣
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−cu1 (t)y∗2
∣∣y1(t)− y∗1(t)

∣∣
−cu1y∗1

∣∣y2(t)− y∗2(t)
∣∣,

similarly,

(y2(t)− y∗2(t))′ ≥ rl2
[
y2(t)− y∗2(t)

]
−au22y∗2

∣∣y2(t)− y∗2(t)
∣∣

−bu2y∗2
∣∣y2(t)− y∗2(t)

∣∣
−bu2y∗2

∣∣y2(t)− y∗2(t)
∣∣

−cu2 (t)y∗1
∣∣y2(t)− y∗2(t)

∣∣
−cu2y∗2

∣∣y1(t)− y∗1(t)
∣∣.

Let

V (t) =
2∑
i=1

|yi(t)− y∗i (t)|.

Hence we can obtain from (H6) that

D+V (t)

≥
2∑
i=1

(rli − 2aui y
∗
i − 2bui y

∗
i − 2cui y

∗
i )|yi(t)− y∗i (t)|

= Θ
2∑
i=1

|yi(t)− y∗i (t)|.

Integrating the last inequality from T0 to t leads to

V (T0) + Θ
2∑
i=1

∫ t

T0

|yi(s)− y∗i (s)|∆s ≤ V (t) < +∞,

that is,
2∑
i=1

∫ +∞

T0

|yi(s)− y∗i (s)|∆s < +∞,

which implies that
2∑
i=1

lim
s→+∞

|yi(s)− y∗i (s)| = 0.

Thus, system (2) is locally asymptotically stable. This com-
pletes the proof.

V. AN EXAMPLE

Example 2. Consider the following almost periodic model
of facultative mutualism with harvesting terms:

y′1(t) = y1(t)
[
1− a1(t)y1(t)

+b1(t)y1(t− | sin
√

3t|)
+y2(t− 2)

]
− 0.05,

y′2(t) = y2(t)
[
1− a2(t)y2(t)

+b2(t)y2(t− 2)
+y1(t− cos2 t)

]
− 0.069,

(25)

where (
a1

a2

)
=

(
1 + 0.5| cos

√
2t|

2.3

)
,(

b1
b2

)
=

(
0.2

0.2 + 0.1 sin2(
√

7t)

)
.

Corresponding system (2), rl1 = ru1 = rl2 = ru2 = 1, cl1 =
cu1 = cl2 = cu2 = 1, al1 = 1, au1 = 1.5, al2 = au2 = 2.3,
bl1 = bu1 = 0.2, bl2 = 0.2, bu2 = 0.3, hl1 = hu1 = 0.05,

hl2 = hu2 = 0.069. It is easy to see that al2 > bu2 , which
implies that (H3) holds. Further, we have

(al1 − bu1 )(al2 − bu2 ) = 1.6 > 1 = cu1c
u
2 .

So (H4) holds. By a easy calculation, we can obtain

ρ1 = ln 5, ρ2 = ln 3, φ1 = φ2 = 0.01.

Then

rl1 + bl1φ1 + cl1φ2 = 1.012 > 2
√

0.075 = 2
√
au1h

u
1 ,

rl2 + bl2φ2 + cl2φ1 = 1.012 > 2
√

0.1587 = 2
√
au2h

u
2 ,

which imply that (H5) holds. Therefore, all the conditions in
Theorem 2 are satisfied. By Theorem 2, system (25) admits
at least four positive almost periodic solutions (yi1(t), yi2(t)),
i = 1, 2, 3, 4 (see Figures 1-2).

20 22 24 26 28 30 32 34 36 38 40

time t

0.3

0.35

0.4

0.45

0.5

0.55
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 y
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(t

),
 y

13
(t

) 
an

d 
y 14

(t
)

y
1
1(t) y

1
2(t) y

1
3(t) y

1
4(t)

Fig. 1 Four positive almost periodic oscillations of state
variable y1 of system (25)
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(t

) 
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(t
)

y
2
1(t) y

2
2(t) y

2
3(t) y

2
4(t)

Fig. 2 Four positive almost periodic oscillations of state
variable y2 of system (25)

Remark 2. In system (25), corresponding to Corollary 1,
αi(i = 1, 2), β2, γ1, σi(i = 1, 2), ψ2 and ω1 are arbitrary
constants, β1 =

√
2π
2 , γ2 =

√
7π
7 , ψ1 =

√
3π
3 and ω2 = π.

To the best of our knowledge, through all coefficients of
system (25) are periodic functions, it is impossible to sure
the existence of positive periodic solutions of system (25)
by today’s literature. However, by Theorem 2 or Corollary
1, we obtain the existence of at least four positive almost
periodic solutions of system (25).

VI. CONCLUSIONS

By using a fixed point theorem of coincidence degree
theory, some criterions for the multiplicity of positive almost
periodic solution to a kind of two-species harvesting model
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of facultative mutualism with both discrete and distributed
delays are obtained. Theorem 1 gives the sufficient conditions
for the multiplicity of positive almost periodic solution of
system (2). The results obtained in this paper are new and
different from the results in [5, 13]. Therefore, The method
used in this paper provides a possible method to study the
multiplicity of positive almost periodic solution of the models
in biological populations.
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