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Abstract—A modified Newton scheme is typically used to
solve large sets of non-linear equations arising in the implemen-
tation of implicit Runge-Kutta methods. As an alternative to
this scheme, iteration schemes, which sacrifice superlinear con-
vergence for reduced linear algebra costs, have been proposed.
A more general linear iterative scheme of this type proposed by
Cooper and Butcher in 1983 for implicit Runge-Kutta methods,
and he has applied the successive over relaxation technique to
improve the convergence rate. In this paper, we establish the
convergence result of this scheme by proving some theoretical
results suitable for stiff problems. Also these convergence results
are verified by two and three stage Gauss method and Radue
IIA method.

Index Terms—Implementation, Implicit Runge-Kutta meth-
ods, Rate of convergence, Stiff systems, Convergence results

I. INTRODUCTION

The numerical integration of a stiff system of n ordinary
differential equations is commonly carried out using an
implicit numerical method. This may be an s-stage implicit
Runge-kutta method or, more generally, an implicit multi
value method with s internal stages. A modified Newton
iteration is often used to solve the algebraic equations that
arise from the s internal stages. Each step of the iteration
requires the solution of a set of sn linear equations and
schemes may be developed to solve these linear equations
efficiently. This approach has been discussed by Chipman
[6]. Butcher [2] developed a scheme of this type, using
a similarity transformation of the coefficient matrix asso-
ciated with the internal stages of the method, which is
particularly effective when the matrix has a single point
spectrum. Enright [16] further developed this approach for
methods whose coefficient matrix has a more general (real)
spectrum and Varah [23] suggested the use of complex
arithmetic to cope with methods whose coefficient matrix has
a complex spectrum. These schemes use particular similarity
transformations to implement the same modified Newton
iteration but, for the purpose of a convergence analysis, any
convenient canonical transformation may be used.

In another approach, schemes based directly on iterative
procedures may be developed. Frank and Ueberhuber [17]
consider the use of iterated defect corrections and Butcher [3]
describes a variety of iteration schemes. Cooper and Butcher
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[8] examine a generalisation of one of these schemes which
explicitly uses the Jacobian of the differential system. Exten-
sion have been described by Cooper and Vigneswaran[11]
[12] . In this type of scheme, each step of the iteration
consists of a number of sub-steps, with each sub-step re-
quiring the solution set of n linear equations so that these
schemes compete with the modified Newton iteration despite
the lack of superlinear convergence. These schemes are
similar in form to a canonical representation of the modified
Newton iteration and the same type of convergence analysis
is applicable, modified to cope with the lack of superlinear
convergence. For these schemes attention may be restricted
to the real domain.

There is current interest in the numerical solution of
ordinary differential equations on parallel computers. Jackson
and Norsett [19] give an extensive survey of recent work
and examine possible approaches. In one approach, new
methods may be designed which are particularly suitable
for implementation on parallel processors, using a modified
Newton iteration. Karakashian and Rust [20] point out that
it is advantageous to use a method with a coefficient matrix
similar to a (real) diagonal matrix. Other methods have
been considered by Iserles and Norsett [18] who examine
Runge-Kutta methods and by Butcher who examine special
type of multivalue methods. Another approach is to design
alternative iteration schemes to implement existing methods
efficiently on parallel processors. A scheme of this type has
been described by van der Houwen and Sommeijer [24]
and Cooper [9] designed a scheme specially for singly im-
plicit methods. Cooper and Vigneswaran [13] obtain a more
general scheme, suitable whenever the coefficient matrix
of the method has real eigenvalues, which converges in a
finite number of iterations when applied to linear problems.
They analyse convergence under assumptions suitable for
stiff problems.

Here, the approach of Cooper and Vigneswaran [13] is
adopted, where it is assumed that the differential system
satisfies one sided Lipschitz condition and a corresponding
condition is imposed on the Jacobian. The coefficient matrix
is assumed to satisfy an algebraic condition which is known
to guarantee the existence and uniqueness of a solution to the
algebraic equations. Under these assumptions, convergence
results are derived for the more general scheme proposed
by Cooper and Butcher [8] and it is verified by two and
three stage Gauss method and Radue IIA method. The
convergence rate appears to depend on the condition number
of a transformation matrix associated with the numerical
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method. When this is large, a small step length must be
chosen.

II. ITERATION SCHEME

Consider an initial value problem for stiff system of n(≥
1) ordinary differential equations

x′ = f(x(t)), x(t0) = x0, f : Rn → Rn, (1)

where f is assumed to be as smooth as necessary. An s-stage
implicit Runge-Kutta method computes an approximation
xr+1 to the solution x(tr+1) at grid point tr+1 = tr + h
by

xr+1 = xr + h
s∑

i=1

bif(yi) (h > 0)

where the internal approximations y1, y2, · · · , ys satisfy the
sn equations

yi = xr + h
s∑

j=1

aijf(yj), i = 1, 2, · · · , s (2)

A = [aij ] is the real coefficient matrix and b =
(b1, b2, · · · , bs)T is the column vector of the Runge-Kutta
method. Let Xr = xr⊕xr⊕· · ·⊕xr and Y = y1⊕y2⊕· · ·⊕ys
be sn element of column vectors and let F (Y ) = f(y1) ⊕
f(y2)⊕ · · · ⊕ f(ys). Then equation (2) may be represented
by the compact form

Y = Xr + h(A⊗ In)F (Y ) (3)

where A⊗ In is the Kronecker product of the matrix A with
n × n identity matrix In and, in general A ⊗ B = [aijB].
This article deals with methods suitable for stiff systems so
that the matrix A is not strictly lower triangular.

Equation (3) may be solved by a modified Newton iter-
ation. Let J be the Jacobian of f evaluated at some recent
point xr, updated infrequently. The modified Newton scheme
evaluates Y 1, Y 2, Y 3, · · · , to satisfy

(Isn − hA⊗ J)(Y m − Y m−1) = D(Y m−1), (4)
m = 1, 2, · · · ,

where D is the approximation defect, D(Z) = Xr − Z +
h(A ⊗ In)F (Z). In each step of this iteration, a set of
sn linear equations has to be solved. Schemes have been
developed, to solve equation (4), which use the fact that J is
constant [1], [6], [7]. In other schemes advantage is taken
of the special forms of some implicit methods [2], [4], [5],
[16].

In another approach, schemes based directly on it-
erative procedure have been developed [3], [8], [11],
[12],[17],[25],[26],[27],[28],[29]. For a singly implicit
method, there is a non-singular matrix S so that S−1AS =
λ(Is − L)−1, where L is zero except for some ones on the
sub-diagonal. On applying this transformation, the scheme
(4) becomes

[Is ⊗ (In − hλJ)]Em = [(Is − L)S−1 ⊗ In]D(Y m−1)

+(L⊗ In)Em, (5)
Y m = Y m−1 + (S ⊗ In)Em, m = 1, 2, 3 · · · ·

Cooper and Butcher [8] proposed an iterative scheme, sac-
rificing superlinear convergence for reduced linear algebra

cost, which may be regarded as a generalization of the
scheme (5) for singly implicit methods. They considered the
scheme

[Is ⊗ (In − hλJ)]Em = (BS−1 ⊗ In)D(Y m−1)

+(L⊗ In)Em, (6)
Y m = Y m−1 + (S ⊗ In)Em, m = 1, 2, · · · ,

where B and S are real s × s non-singular matrices and L
is strictly lower triangular matrix of order s, and Λ = λI
be an s × s diagonal matrix with real diagonal elements.
Cooper[9] proposed a scheme, with L = 0, suitable for
implementing singly implicit methods on parallel processors.
Cooper and Vigneswaran [13] extended this to allow Λ to
have differing diagonal elements and gave a convergence
analysis applicable to (real) schemes with L = 0 and a
special choice of B and S. In this article, the analysis
of the convergence of the scheme given by Cooper and
Vigneswaran [13] is extended to more general linear iterative
scheme given by Cooper and Butcher [8] of the form (6) for
the real case. Sharper bounds are obtained by corresponding
conditions are imposed for the general case (6).

III. SOME INEQUALITIES

The aim is to establish convergence of the iterative scheme
(6) under assumptions on the differential system suitable for
stiff problems. These conditions are described in this section
and some preliminary results are also derived in this section
to establish convergence result of the iterative scheme (6).
Various authors have studied the existence and uniqueness of
a solution of the Runge-Kutta equation (3) for a differential
system (1). Let f be a continuous mapping of Rn to Rn

satisfying a one-sided Lipschitz condition of the form

〈f(v)− f(w), v − w〉 ≤ ν|v − w|2 ∀ v, w ∈ Rn (7)

for a given inner product on Rn and corresponding norm
|v| = 〈v, v〉1/2. Associated with this inner product is
a real symmetric positive definite matrix Q such that
〈v, w〉 = wTQv for all v, w ∈ Rn. In this article M ≥ 0
denotes that the real matrix M is non negative definite and
M > 0 denotes that M is positive definite.

Crouzeix, Hundsdorfer and Spijker [14] considered
the case f is monotone, where ν = 0. They showed that
there exist a unique solution of (3) if the Runge-Kutta
method has a coefficient matrix A for which there is
a diagonal matrix R > 0 such that RA + ATR > 0.
This implies, in particular, that the eigenvalues of A have
positive real parts. Dekker [15] and Cooper [9] obtained
similar results for the more general case ν > 0 and recently
Kraaijevanger and Schneid [21] have given necessary and
sufficient conditions for the existence of a unique solution.
For the case, ν > 0, suppose there is an α > 0 and diagonal
matrix R = [ri] > 0 such that

RA+ATR− 2αATRA > 0. (8)

Note that A may be singular but, if A has a zero eigenvalue
of multiplicity r, condition (8) can hold only if there are r
corresponding linearly independent eigenvectors. Note also
that (8) gives

αλi ≤ 1, i = 1, 2, . . . , s, (9)
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where λi, i = 1, 2, . . . , s are the eigenvalues of A. It
is assumed that this condition (9) applies to the diagonal
elements of Λ as well.

With respect to any s × s positive definite diagonal
matrix D = [di], the inner product on Rn induces an inner
product on Rsn,

〈〈V,W 〉〉D =
s∑

i=1

di〈vi, wi〉 = WT (D ⊗Q)V , (10)

with corresponding norm ‖V ‖D. The argument given by
Cooper [10] may be adapted to show that, for given positive
step length h such that α − hν > 0, there exist a unique
solution Y of (3) and

‖Y −Xr‖R ≤
h

α− hν
‖F (Xr)‖R,

where Xr = xr⊕xr⊕· · ·⊕xr, F (Xr) = f(xr)⊕f(xr)⊕
· · · ⊕ f(xr), xr = x(tr),
tr is a grid point and f(xr) is defined in (1). Let D be a
given positive definite diagonal matrix with spectral radius
ρ[D] = 1 and define

|f | = max
1≤i≤s

|f(Xr)|.

Let r′is be the elements of the diagonal matrix R. The bound
for ‖Y − Yr‖R gives

‖Y −Xr‖D ≤
hβ|f |
α− hν

, β = max
1≤i≤s

√
tr R

ri
. (11)

The constants α and β depend on the numerical method
only, and ν is independent of the stiffness of the problem.
It is assumed that |f | is independent of stiffness also. If,
however, transient solution components are significant the
step length h must be chosen small.

The following conditions correspond to those given
by Cooper and Vigneswaran [13]. It is assumed
that f is continuously differentiable with derivative
f ′ : Rn → L(Rn,Rn), where L(Rn,Rn) is the space of
continuous linear maps of Rn into Rn with norm induced by
the given norm on Rn. let P be some non singular matrix
such that PTP = Q. The norm |C| of C ∈ L(Rn,Rn) is
given by

|C|2 = sup
v 6=0

vTCTQCv

vTQv
= ρ[P−TCTQCP−1]. (12)

Assume that f ′ satisfies a Lipschitz condition

|f ′(v)− f ′(w)| ≤ L|v − w|, ∀v, w ∈ Rn

and observe that L = 0 for linear differential systems and
may be small for nonlinear stiff systems. The norm on
Rn defined by the inner product (10) induces a norm on
L(Rn,Rn). Since F ′(V ) = f ′(v1) ⊕ f ′(v2) ⊕ · · · ⊕ f ′(vs)
is block diagonal it follows that

‖F ′(V )‖D = max
1≤i≤s

|f ′(vi)|,

with a corresponding result for any block diagonal element
of L(Rsn,Rsn). It follows that, with respect to these norms,
F ′ satisfies a Lipschitz condition on Rsn with the same
Lipschitz constant L. There is also a special result for the

norm of any element of L(Rsn,Rsn) of the form B ⊗ C
where B is any s×s matrix and C any n×n matrix. In this
case it can be shown that ‖B ⊗ C‖D = |B|D|C|. Here, a
positive definite diagonal matrix D defines an inner product
〈x, y〉D = yTDx on Rs,with corresponding norm |x|D. With
respect to an s×s matrix B, the induced norm on L(Rs,Rs)
is given by

|B|2D = sup
x6=0

xTBTDBx

xTDx
= ρ[D−1/2BTDBD−1/2]. (13)

In the following it is assumes that J is the Jacobian of f
evaluated at xp, or some difference approximation to f ′(xp).
In either case, suppose that

‖I ⊗ J − F ′(Xr)‖D ≤ γL (14)

for given γ assumed to be independent of stiffness. If the
solution is varying rapidly it may be necessary to choose h
small. For Runge-Kutta methods an alternative is to evaluate
the Jacobian at xr to force γ = 0. It is also assumed that

〈Jv, v〉 ≤ ν|v|2 ∀v ∈ Rn (15)

which may be regarded as a local version of (7) since

f(v)− f(w) =

∫ 1

0

f ′(v − (1− t)(v − w))dt(v − w). (16)

In order to obtain the convergence result, It has to obtain the
bound for some expressions using the above conditions and
norms.

Lemma 1. Let h ≤ H where α−Hν > 0. Then I−hΛ⊗J
is non singular and

‖ (I − hΛ⊗ J)−1 ‖D≤
α

α−Hν
.

Proof: Since I − hΛ ⊗ J is block diagonal it suffices
to consider a single block I − hλJ with λ 6= 0 (∈ R).
The Schwarz inequality gives |(I − hλJ)v||λv| ≥ |〈(I −
hλJ)v, λv〉| so that

|(I−hλJ)v||λv| ≥ |〈(I−hλJ)v, λv〉| = |λ|v|2−hλ2〈Jv, v〉|

Inequality (9) gives αλ ≤ 1. Apply these results with
inequality (15), to give

|(I − hλJ)v| ≥ α−Hν
α

|v| ∀v 6= 0.

This gives det(I−hλJ) 6= 0 and establish the first inequality.

Lemma 2. Let h ≤ H where α−Hν > 0.

‖ (I − hΛ⊗ J)−1(I + hΛ⊗ J) ‖D≤
α+Hν

α−Hν
.

Proof: Consider a typical diagonal block (I −
hλJ)−1(I + hλJ) and the inequality (9) gives 0 ≤ αλ ≤ 1.
Now consider
(1 + hλν)2|(I − hλJ)v|2 − (1− hλν)2|(I + hλJ)v|2

= 4hλ[ν|v|2 − (1 + h2λ2ν2)〈Jv, v〉+ h2λ2ν2|Jv|2]

= 4hλ(1− h2λ2ν2)[ν|v|2 − 〈Jv, v〉] + 4h3λ3ν|νv − Jv|2

IAENG International Journal of Applied Mathematics, 50:3, IJAM_50_3_02

Volume 50, Issue 3: September 2020

 
______________________________________________________________________________________ 



which is non negative by virtue of (15). It follows that (1 +
hλν)|(I − hλJ)v| ≥ (1 − hλν)|(I + hλJ)v| for all v and
hence that

|(I − hλJ)−1(I + hλJ)w| ≤ 1 + hλν

1− hλν
≤ α+Hν

α−Hν
∀w.

This establishes the required inequality.

Lemma 3. Let h ≤ H where α − Hν > 0. Let L be
a strictly lower triangular s × s matrix, with Lp = 0, which
commutes with Λ. Then

‖ [(I − L)⊗ I − hΛ⊗ J ]−1 ‖D≤
ασ

α−Hν
,

where σ = 1 +
α | L |D
α−Hv

+ · · ·+
(
α | L |D
α−Hv

)p−1

.

Proof: Let M = (I − hΛ ⊗ J)−1(L ⊗ I) and apply
Lemma 1 to give

‖M‖D ≤ ‖(I − hΛ⊗ J)−1‖D‖L⊗ I‖D ≤
α|L|D
α−Hν

.

Note that Lp and LΛ = ΛL gives Mp = 0 and hence
(I−M)−1 = I+M + · · ·+Mp−1. The result follows from
the identity
[(I −L)⊗ I − hΛ⊗ J ]−1 = (I −M)−1(I − hΛ⊗ J)−1.

IV. CONVERGENCE RESULT

To examine the convergence of the scheme (6) to the
solution Y of (3),
define G : Rn → Rsn by

G(Z) = F (Y )− F (Y − Z)− (I ⊗ J)Z. (17)

The approximation defect may be now expressed as

D(Y − Z) = (I − hA⊗ J)Z − h(A⊗ I)G(Z). (18)

The following lemma gives the bound for the norm of G(Z)
which is independent of stiffness.

Lemma 4. Let h ≤ H where α − Hν > 0. Then for a
given diagonal matrix D > 0,

‖ G(Z) ‖D≤ L[γ +
Hβ|f |
α−Hν

] ‖ Z ‖D +
L

2
‖ Z ‖2D.

Proof: The integral expression (16) applied to (17) gives

G(Z) =

∫ 1

0

[F ′(Y − (1− t)Z)− F ′(Xr)]dt Z

+ [F ′(Xr)− I ⊗ J ]Z.
Now apply the Lipschitz condition for F ′ and inequality

(14), namely ‖F ′(Xr)− I ⊗ J‖D ≤ γL, to give

‖G(Z)‖D ≤ L[γ + ‖Y −Xr‖D]‖Z‖D +
L

2
‖Z‖2D.

The result follows from (11).
Consider the convergence of the sequence of iterates

{Y m} to the solution Y . Define V m = (S−1 ⊗ I)(Y −
Y m), m = 0, 1, 2, . . . , and let Ā = S−1AS. It follows
from (6) and (18) that

V m = M1V
m−1 + hM2(S−1 ⊗ I)G((S ⊗ I)V m−1), (19)

where

M1 = [(I − L)⊗ I − hΛ⊗ J ]−1[((I − L−B)⊗ I)

−h(Λ−BĀ)⊗ J ] (20)
M2 = [(I − L)⊗ I − hΛ⊗ J ]−1[BĀ⊗ I].

The convergence result is derived from (19) by showing
that, for any k > 0, there is a diagonal matrix D > 0 such
that ‖M1‖D ≤ k, and by obtaining a bound for ‖M2‖D and
‖(S−1 ⊗ I)G((S ⊗ I)V m−1)‖D. The Lemmas 1, 2, 3 and 4
gives the bound for those.

A bound for the norm of M2, given by Lemma 3, is
independent of stiffness and sufficient for an analysis of
convergence. However, the quality of the bound for the
norm of M1 is vital and it becomes necessary to treat M1

separately for each type of iteration scheme examined.

Theorem 5. Suppose that there exists a diagonal matrix
D > 0 such that ‖M1‖D ≤ k < 1. Let ε be given with
k < ε < 1. There exist positive constants H and δ such that,
for any step length h ≤ H and any starting value Y 0 with
‖ V 0 ‖D≤ δ, the sequence Y m converges to Y and

‖ V m ‖D≤ ε ‖ V m−1 ‖D, m = 1, 2, 3, . . . ,

where V m = (S−1 ⊗ I)(Y − Y m).

Proof: Choose H so that α −Hν > 0. Apply Lemma
3 and Lemma4 to (19) to obtain the inequality

‖ V m ‖D≤ (k + hK) ‖ V m−1 ‖D +hC ‖ V m−1 ‖2D, (21)

where C and K are given, in terms of the condition number
c(S) = |S|D|S−1|D, by

C =
ασ

α−Hν
|BĀ|DC(S)|S|D

L

2
,

K =
ασ

α−Hν
|BĀ|DC(S)L[γ +

Hβ|f |
α−Hv

].

Now choose H and δ so that k + H(K + Cδ) ≤ ε. Then
‖ V m−1 ‖D≤ δ implies ‖ V m ‖D≤ ε ‖ V m−1 ‖D≤ δ and
the result follows.

It has been pointed out that the quality of the bound
‖M1‖D ≤ k is crucial in this result. In this case the
convergence rate may be improved, in the sense that ε may
be made arbitrary small, by decreasing the step length h. It
is important that D is chosen so that k is close to ρ[M1]. In
the inequality (21) the term in K is controlled by a factor
h, and even by h2 when γ = 0. For Runge-Kutta methods
this can be achieved by choosing J = f ′(xr). The term in
C is also controlled by a factor h and is second order in
the iterate so that the magnitude of C is not critical if Y 0

is a good approximation to Y . The expressions for K and
C both involve the product σ|BĀ|Dc(S) and each factor
depends on the choice of diagonal matrix D. Some schemes
are discussed using the established basic convergence result.
For each s-stage method there is a real matrix S such that

S−1AS = Ā = A1 ⊕A2 ⊕ · · · ⊕Ar (22)

a real block diagonal matrix. The sub matrices are chosen to
have the form

Ai =

 ai ai − bi

ai + bi ai

 , i = 1, 2, . . . , r, (23)

IAENG International Journal of Applied Mathematics, 50:3, IJAM_50_3_02

Volume 50, Issue 3: September 2020

 
______________________________________________________________________________________ 



with bi > ai, i = 1, 2, . . . , r and except that, when s
is odd, Ar = [ar]. Many iterative methods have coefficient
matrices which may be transformed to real block diagonal
matrices of the same form as (22).

A. Gauss Method

For the s−stage Gauss methods of order 2s there is a real
matrix S such that S−1AS has the block diagonal form as
given by (22). When s = 2, S is the identity matrix and
when s > 2, S may be computed by noting that the columns
are linearly independent eigenvectors of [aiI − A]2, i =
1, 2, . . . , r. For the Gauss method the scheme is applied with
the real transformation (22) and with L = L1⊕L2⊕· · ·⊕Lr

and B = B1 ⊕ B2 ⊕ · · · ⊕ Br corresponding to the block
diagonal form of S−1AS. The cases s = 2 and s = 3 are
considered separately. For s = 2, where S = I , the basic
scheme is given by

λ = b1, L1 =

 0 0

2 0

 , B1 =

 1 b1−a1

a1+b1

−2 2a1

a1+b1

 , (24)

with a1 = 1
4 and b1 =

√
3
6 . Expression (20) gives

M1 =

(
b1 − a1
b1 + a1

)[
M11 0

0 [M11]2

] [(
0 −1
0 −1

)
⊗ I
]

(25)

which is an upper triangular matrix so that it is appro-
priate to choose D = [d2, 1], 0 < d ≤ 1, where
M11 = (I − hb1J)−1(I + hb1J). With this choice Lemma
2 gives

‖M1‖D ≤
b1 − a1
b1 + a1

√
1 + d2

(
α+Hν

α−Hν

)2

(26)

For this case, s = 2,
b1 − a1
b1 + a1

= 7− 4
√

3 ' 0.0718, and the

bound for ‖M1‖D is close to this minimum, even when d is
close to 1, provided that Hν is small relative to α. Note that
BĀ is also upper triangular so that |BĀ|D decreases with d
but that |L|D = 2d−1. It may be shown that

|BĀ|D =

√
β +

√
β2 − 4αγ

2α
, σ = 1 +

2α

d(α−Hν)
(27)

where α = (a1 + b1)2, β = a21b
2
1 + 2a1b

3
1 + 5b41 + a21b

2
1d

2−
2a1b

3
1d

2 + b41d
2 and

γ = 4b61, this gives, for s = 2, |BĀ|D < 0.314 for d ≤ 1.
Note that d needs to be chosen close to 1 to control σ. Since
c(S) = 1 the convergence theorem holds, with ε close to
7− 4

√
3, without undue restriction on h.

When s = 3 the basic scheme proposed by Cooper and
Butcher has a similar form with λ = b1 and L1 and B1

given by (24). In addition

L2 = [0], B2 =

[
2b1

b1 + a2

]
. (28)

Approximate values of the coefficients are a1 '
0.1423, b1 ' 0.1967 and a2 ' 0.2153. Again expression

(20) gives

M1 =

(
b1 − a1
b1 + a1

) M11 0 0
0 [M11]2 0
0 0 M11


 0 −1 0

0 −1 0
0 0 l

⊗ I
 .

where l =
(b1 + a1)(a2 − b1)

(b1a1)(b1 + a2)
and in this case also M1 is an

upper triangular and the suitable choice of diagonal matrix is
D = [d2, 1, 1]. This gives the same bound (26) for ‖M1‖D
and, provided Hν is small relative to α, this bound is close

to the value
b1 − a1
b1 + a1

' 0.160. Again (27) holds giving

|BĀ|D < 0.235 for d ≤ 1 and d needs to be chosen near
1 to control σ. Values for the condition number c(S) can
be calculated and the value of c(S) is increases with stage
s, suggesting a need for some restriction on h to get the
convergence theorem holds.

B. Radue IIA Method

For the s−stage Radue IIA methods of order 2s− 1 there
is a real matrix S such that S−1AS has the block diagonal
form as given by (22) with L = L1 ⊕ L2 ⊕ · · · ⊕ Lr and
B = B1⊕B2⊕· · ·⊕Br corresponding to the block diagonal
form of S−1AS. The cases s = 2 and s = 3 are considered
separately. For s = 2, the basic scheme is given by (24) with
a1 = 1

3 and b1 = 1√
6

. With these values, expression M1 gives
an upper triangular matrix same as (25). With this choice and
the appropriate choice of D = [d2, 1], 0 < d ≤ 1, Lemma
2 gives (26) with the corresponding a1 and b1. For this case
b1 − a1
b1 + a1

' 0.101, and the bound for ‖M1‖D is close to this

minimum, even when d is close to 1, provided that Hν is
small relative to α. The matrix BĀ is also upper triangular
so that |BĀ|D decreases with d but that |L|D = 2d−1. The
bound |BĀ|D is given by (27) and |BĀ|D < 0.459 for d ≤ 1.
The minimum of c(S) = 3.98. Similar way as for the 2-stage
Gauss method we can show that the convergence Theorem
holds, with ε close to 0.101.
When s = 3 the basic scheme proposed by Cooper and
Butcher [8] has a similar form with λ = b1 and L1 and
B1 given by (24). In addition L2 and B2 are given by
(28) with the approximate values of the coefficients are
a1 ' 0.1626, b1 ' 0.2462 and a2 ' 0.2749. With these
values ‖M1‖D give the same bound (26) and this bound

is close to the value
b1 − a1
b1 + a1

' 0.205, with the suitable

choice of diagonal matrix is D = [d2, 1, 1]. Again (27) holds
giving |BĀ|D < 0.308 for d ≤ 1 and d needs to be chosen
near 1 to control σ. In this case also, we can show that
the convergence Theorem holds, with ε close to 0.205 with
minimum c(S) ' 5.62.

V. CONCLUSION

We established the convergence result for the more general
linear iteration scheme proposed by Cooper and Butcher [8]
and this convergence result was verified by two and three
stage Gauss method and Radue IIA method.
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