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Abstract—In this paper, we present a new viscosity technique
for finding a common element of the set of common solutions
of the variational inclusion problems, the set of common fixed
points of an infinite family of demimetric mappings, and the
set of solutions of the null point problems in Banach spaces.
Under suitable assumptions, strong convergence of the sequence
generated by the iterative algorithm is proven to the unique
solution of the above problems. Furthermore, the main result
is extended to the 2-generalized hybrid mappings and strict
pseudo-contractions. A numerical example is also given to
demonstrate the results.

Index Terms—Banach space, demimetric mapping, variation-
al inclusion problem, fixed point, null point problems

I. INTRODUCTION

LET H be a real Hilbert space, C be a nonempty closed
convex subset of H,T be a mapping on C and F(T ) :=

{x ∈C : T x = x}. Let A : C → H be a mapping. The metric
(nearest point) projection from H onto a nonempty closed
convex subset C of H is defined as follows: for each point
x ∈ H, there exists a unique point PCx ∈C with the property

∥x−PCx∥ ≤ ∥x− y∥ , ∀y ∈C,

that is, for any point x ∈ H, x̄ = PCx if and only if x̄ ∈C and
∥x− x̄∥= inf{∥x− y∥ : y ∈C}.

The metric (nearest point) projection in the setting of
Hilbert spaces has been extensively studied in the literature;
see, for instance, [1], [2], [3], [4], [5]. The following lemma
is a well-known result about approximation or projection.

Lemma I.1. ([6]) Let PC : H → C be a metric projection
from H on a nonempty closed convex subset C of H. Given
x ∈ H and z ∈C, then z = PCx if and only if there holds the
relation

⟨x− z,y− z⟩ ≤ 0, ∀y ∈C.

Definition I.2. A mapping T : C → H is said to be:
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(1) a k-strict pseudo-contraction if there exist k ∈ [0,1)
such that for all x,y ∈C

∥T x−Ty∥ ≤ ∥x− y∥+ k∥x−T x− (y−Ty)∥ ;

(2) a 2-generalized hybrid mapping if there δ1,δ2,ε1,ε2 ∈
R exist such that for all x,y ∈C

δ1
∥∥T 2x−Ty

∥∥2
+δ2 ∥T x−Ty∥2

+(1−δ1 −δ2)∥x−Ty∥2

≤ ε1
∥∥T 2x− y

∥∥2
+ ε2 ∥T x− y∥2

+(1− ε1 − ε2)∥x− y∥2 .

The class of 2-generalized hybrid mappings contains the
classes of nonexpansive mappings, nonspreading mappings,
hybrid mappings and generalized hybrid mappings in a
Hilbert space; see [7], [8]. In general, 2-generalized hybrid
mappings are not continuous; see [9]. Hence, the class of
k-strict pseudo-contractions does not contain the class of 2-
generalized hybrid mappings by the fact that k-strict pseudo-
contractions are continuous.

The following example is a 2-generalized hybrid mapping,
but it is not a k-strict pseudo-contraction.

Example I.3. ([10]) Let S : [0,2]→ R be defined as

Sx =
{

0, x ∈ [0,2);
1, x = 2.

Then S is a 2-generalized hybrid mapping and F(S) = {0}.
However, it is not a k-strict pseudo-contraction.

On the other hand, the class of 2-generalized hybrid
mappings does not contain the class of k-strict pseudo-
contractions. We give an example for a k-strict pseudo-
contraction which is not a 2-generalized hybrid mapping.

Example I.4. Let S : R→ R be defined as

Sx =−3x.

Then S is a k-strict pseudo-contraction but not a 2-
generalized hybrid mapping (check for instance the condition
of 2-generalized hybrid mapping for x = 0 and y =−1).

Recently, Takahashi [11] introduced a broader class of
nonlinear mappings in a Banach space called k-demimetric
mapping. This class mappings contains the classes of 2-
generalized hybrid mappings, k-strict pseudo-contractions,
firmly-quasi-nonexpansive mappings and quasi-nonexpansive
mappings.

Definition I.5. Let E be a smooth Banach space, let C be
a nonempty, closed and convex subset of E and let k be a
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real number with k ∈ (−∞,1). A mapping T : C → E with
F(T ) ̸= /0 is called k-demimetric if, for any x ∈ C and q ∈
F(T ),

⟨x−q,J(x−T x)⟩ ≥ 1− k
2

∥x−T x∥2 .

k-demimetric mapping may not be strictly pseudo-
contractive. The following example (a k-demimetric map-
ping) is not pseudo-contractive. Then it is not strictly pseudo-
contractive.

Example I.6. ([12]) Let H be the real line and C = [−1,1].
Define T on C by T (x) = 2

3 xsin 1
x if x ̸= 0 and T (0) = 0.

Clearly, 0 is the only fixed point of T . Also, for x∈C, |T (x)−
0|2 = |T (x)|2 = | 2

3 xsin 1
x |

2 ≤ | 2x
3 |

2 ≤ |x|2 ≤ |x−0|2+k|T (x)−
x|2 for any k ∈ [0,1). Thus T is demimetric. We show that
T is not pseudo-contractive. Let x = 2

π and y = 2
3π . Then

|T (x)−T (y)|= 256
81π2 . However,

|x− y|2 + |(I −T )x− (I −T )y|2 = 160
81π2 .

Takahashi [13] use Halpern type iteration to prove a strong
convergence theorem for finding a common element of the
set of common fixed points for a finite family of demimetric
mappings and the set of common solutions of variational
inequality problems for a finite family of inverse strongly
monotone mappings in a Hilbert. More precisely, Takahashi
[13] introduced and studied the following iterative algorithm:

zn = ∑M
j=1 ξ j((1−λn)I +λnTj)xn,

wn = ∑N
i=1 σiPC(1−ηnBi)xn,

xn+1 = δnun +(1−δn)(PC(αnxn +βnzn + γnwn)), ∀n ∈ N.

where {Tj}M
j=1 : C → H is a finite family of k j-demimetric

and demiclosed mappings, and {Bi}N
i=1 : C → H is a finite

family of µi-inverse strongly monotone mappings. Then a
strong convergence theorem is obtained under some mild
restrictions on the parameters.

On the other hand, in order to finding a common fixed
point of an infinite family of demimetric mappings in a
Hilbert space, Akashi and Takahashi [14] introduced the
following Mann’s type iteration without assuming that demi-
metric mappings are commutative:{

zn = ∑∞
j=1 ξ j((1−λn)I +λnTj)xn,

xn+1 = PC(αnxn +(1−αn)zn), ∀n ∈ N,

where {Tj}∞
j=1 : C →H is an infinite family of k j-demimetric

and demiclosed mappings. A weak convergence theorem
is presented under certain appropriate assumptions on the
parameters.

Very recently, Takahashi [15] introduced the following
iteration process for finding a common element of the set
of common fixed points of an infinite family of demimetric
mappings and the set of common solutions of variational
inequality problems for an infinite family of inverse strongly
monotone mappings in a Hilbert space:

zn = ∑∞
j=1 ξ j((1−λn)I +λnTj)xn,

wn = ∑∞
i=1 σiJηn(1−ηnBi)xn,

xn+1 = δnun +(1−δn)(PC(αnxn +βnzn + γnwn)), ∀n ∈ N,

where {Tj}∞
j=1 : C →H is an infinite family of k j-demimetric

and demiclosed mappings, {Bi}∞
i=1 : C → H is an infinite

family of µi-inverse strongly monotone mappings. Then

a strong convergence result is proposed under some mild
restrictions on the parameters.

Inspired by Akashi and Takahashi [14], Takahashi [13]
and Takahashi [15], we present a new iterative scheme for
finding a common element of the set of common solutions
of the variational inclusion problems, the set of common
fixed points of an infinite family of demimetric mappings,
and the set of solutions of the null point problems in Banach
spaces. The main results presented in this paper improve the
corresponding results in [14], [13], [15], to a certain extent.
Furthermore, some other results are also extended to some
extent; see e.g., [16], [6], [17], [18], [19], [20], [8], [21],
[22], [23], [24], [25], [26].

II. PRELIMINARIES

THROUGHOUT this paper, we denote E the real Banach
space, E∗ the dual of E, I the identity mapping on E, H

the real Hilbert space, and N the set of nonnegative integers.
The expressions xn → x and xn ⇀ x denote the strong and
weak convergence of the sequence {xn}, respectively. The
(normalized) duality mapping of E is denoted by J, that is,

Jx = {x∗ ∈ E∗ : ⟨x,x∗⟩= ∥x∥2 ,∥x∗∥= ∥x∥}

for all x ∈ E, where ⟨·, ·⟩ denotes the generalized duality
pairing between E and E∗. If E is a Hilbert space, then
J = I, where I is the identity mapping on H.

The norm of a Banach space E is said to be Gâteaux
differentiable if the limit

lim
t→0

∥x+ ty∥−∥x∥
t

exists for all x,y on the unit sphere S(E) = {x ∈ E : ∥x∥= 1}.
In this case, we say that E is smooth.

Let C be a nonempty closed convex subset of H and let
T : C → H be a mapping. We say that

(i) T is nonexpansive if ∥T x−Ty∥ ≤ ∥x− y∥ for all x,y ∈
C;

(ii) T is firmly nonexpansive if ∥T x−Ty∥2 ≤ ⟨T x−Ty,x−
y⟩ for all x,y ∈C.

It is easily found that T is firmly nonexpansive if and only
if T = (I +V )/2 for some nonexpansive mapping V . Hence
a firmly nonexpansive mapping must be nonexpansive. We
also notice that if T is nonexpansive, then the fixed point set
of T , F(T ), is closed and convex [20].

Lemma II.1. ([27]) Let {αn} be a sequence of real numbers
such that there exists a subsequence {ni} of {n} such that
αni < αni+1 for all i ∈ N. Then there exists a nondecreasing
sequence {mk} ⊆ N such that mk → ∞ and the following
properties are satisfied for all (sufficiently large) numbers
k ∈ N:

αmk ≤ αmk+1 and αk ≤ αmk+1.

In fact, mk = max{ j ≤ k : α j < α j+1}.

Lemma II.2. ([28]) Let {αn} be a sequence of nonnegative
numbers satisfying the property:

αn+1 ≤ (1− γn)αn +bn + γncn, n ∈ N,

where {γn},{bn},{cn} satisfy the restrictions:
(i) ∑∞

n=1 γn = ∞, limn→∞ γn = 0,
(ii) bn ≥ 0, ∑∞

n=1 bn < ∞,
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(iii) limsupn→∞ cn ≤ 0.
Then, limn→∞ αn = 0.

Lemma II.3. In a Hilbert space H, it holds for all x,y ∈ H
and λ ∈ [0,1] that

∥λx+(1−λ )y∥2 = λ ∥x∥2+(1−λ )∥y∥2−λ (1−λ )∥x− y∥2 ,

which can be extended to the more general situation: For all
x1,x2, ...,xn ∈ H, λi ∈ [0,1], and ∑n

i=1 λi = 1, we have

∥λ1x1 +λ2x2 + . . .+λnxn∥2 = λ1 ∥x1∥2 +λ2 ∥x1∥2

+ . . .+λn ∥xn∥2 − ∑
1≤i≤ j≤n

λiλ j
∥∥xi − x j

∥∥2
.

Lemma II.4. ([14]) Let E be a smooth, strictly convex and
reflexive Banach space and let η be a real number with
η ∈ (−∞,1). Let U be an η-demimetric mapping of E into
itself. Then F(U) is closed and convex.

Lemma II.5. ([29]) Let C be a nonempty closed convex
subset of a strictly convex Banach space E. Let {Tn : n ∈ N}
be a sequence of nonexpansive mappings on C. Suppose that∩∞

n=1 F(Tn) ̸= /0. Let {αn} be a sequence of positive real
numbers such that ∑∞

n=1 αn = 1. Then a mapping T on C
defined by

T x =
∞

∑
n=1

αnTnx,

for x ∈ C, is well defined, nonexpansive, and F(T ) =∩∞
n=1 F(Tn) holds.

Recall that a mapping A : C → H is said to be α-inverse-
strongly monotone (ism) if there exists a constant α > 0 such
that

⟨Ax−Ay,x− y⟩ ≥ α ∥Ax−Ay∥2 , ∀x,y ∈C.

We collect some basic properties of inverse strongly mono-
tone operators in the following proposition.

Proposition II.6. ([1]) We have:
(i) If A : C → H is α-ism and λ is any constant in (0,2α],

then the mapping I −λA is nonexpansive;
(ii) A mapping T : C → H is nonexpansive if and only if

I −T is 1
2 -ism;

(iii) If A is α-ism, then for γ > 0, γA is α
γ -ism.

III. SOME NEW LEMMAS

WE also need the following lemmas, which are funda-
mental for our main theorem.

Lemma III.1. Let C be a nonempty closed convex subset
of a real Hilbert space H. Let M : H → 2H be a maximal
monotone operator with dom(M)⊂C. Let Jλ be the resolvent
of M for λ > 0. Let A : C → H be α-ism. Suppose that
M−10

∩
A−10 ̸= /0. Let λ ,r > 0 and z∈H. Then the following

are equivalent:
(i) z = Jλ (I − rA)z;

(ii) z ∈ (M+A)−10;
(iii) z ∈ M−10

∩
A−10.

Consequently, F(Jλ (1− rA)) = (M+A)−10 = M−10
∩

A−10.

Proof: Since M−10
∩

A−10 ̸= /0, there exists z0 ∈ D(M)
such that 0 ∈ Mz0 and 0 = Az0.

(i)⇒ (ii). Assuming z = Jλ (I − rA)z yields

− r
λ

Az ∈ Mz.

Since M is monotone and 0 ∈ Mz0, we obtain

⟨Az,z− z0⟩ ≤ 0.

This together with Az0 = 0 implies that

α ∥Az∥2 = α ∥Az−Az0∥2 ≤ ⟨Az−Az0,z− z0⟩ ≤ 0.

Therefore, Az = 0. This reduces the fixed point equation
z = Jλ (I − rA)z to the fixed point equation z = Jλ z that is
equivalent to 0∈Mz. Consequently, 0∈Mz+Az. This means
z ∈ (M+A)−10.
(ii)⇒ (iii). The assumption z ∈ (M+A)−10 can be rewrit-

ten as −Az ∈ Mz. The monotonicity of M then implies (note
0 ∈ Mz0) that

⟨Az,z− z0⟩ ≤ 0. (III.1)

Noticing Az0 = 0, we obtain that

α ∥Az∥2 = α ∥Az−Az0∥2 ≤ ⟨Az−Az0,z− z0⟩ ≤ 0.

It shows that Az = 0. Now the assumption z ∈ (M +A)−10
is reduced to the relation 0 ∈ Mz. Consequently, we have
z ∈ M−10

∩
A−10.

(iii)⇒ (i). Since z∈M−10
∩

A−10, we have that z∈M−10
and z ∈

∩
A−10. It follows that z = Jλ z and Az = 0. Thus we

have
z = Jλ (I − rA)z.

The proof is completed.

Lemma III.2. Let C be a nonempty closed convex subset of
a real Hilbert space H. Let {Ai}∞

i=1 : C → H be an infinite
family of αi-ism mappings such that

∩∞
i=1 A−1

i 0 ̸= /0. Let
{λi}∞

i=1 be a positive sequence such that ∑∞
i=1 λi = 1. Then

∑∞
i=1 λiAi : C → H is an α-ism mapping with α = inf{αi : i =

1,2, ...}, and (∑∞
i=1 λiAi)

−10 =
∩∞

i=1 A−1
i 0 holds.

Proof: Setting Si = I − 2αAi, from Proposition II.6(i),
we know Si is nonexpansive. Since

∩∞
i=1 A−1

i 0 ̸= /0, noticing
F(Si) = A−1

i 0, we have that
∩∞

i=1 F(Si) =
∩∞

i=1 A−1
i 0 ̸= /0. It

follows from Lemma II.5 that ∑∞
i=1 λiSi strongly converges.

Noticing that Ai =
1

2α (I − Si), we deduce that ∑∞
i=1 λiAi

strongly converges. Letting

S =
∞

∑
i=1

λiSi and A =
∞

∑
i=1

λiAi,

then we have A = 1
2α (I−S). Since S is nonexpansive due to

Lemma II.5, we deduce I−S is 1
2 -ism by Proposition II.6 (ii).

Hence, we get A is α-ism by Proposition II.6 (iii). Taking
into consideration that F(S)=A−10 and noticing the fact that∩∞

i=1 F(Si) =
∩∞

i=1 A−1
i 0, we deduce that (∑∞

i=1 λiAi)
−10 =∩∞

i=1 A−1
i 0.

For every i = 1,2, ..., let Ai : C → H and M : C ⊇
Dom(M) → 2H be nonlinear mappings. We introduce the
combination of variational inclusion problem in Hilbert s-
paces as follows: find a point x∗ ∈C such that

0 ∈ (M+
∞

∑
i=1

λiAi)x∗,

where λi is a real positive number for all i = 1,2, ... with
∑∞

i=1 λi = 1.
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Lemma III.3. Let C be a nonempty closed convex subset of
a real Hilbert space H. Let {Ai}∞

i=1 : C → H be an infinite
family of αi-ism mappings with α = inf{αi : i = 1,2, ...}, M
be maximal monotone in H with Dom(M) ⊆ C and Jr =
(I+rM)−1 be the resolvent of M for r > 0. Let {λi} be a real
number sequence in (0,1) with ∑∞

i=1 λi = 1 and
∩∞

i=1(M +
Ai)

−10 ̸= /0. Then,

(M+
∞

∑
i=1

λiAi)
−10 =

∞∩
i=1

(M+Ai)
−10.

Proof: We can obtain the desired result due to Lemma
III.1 and Lemma III.2.

Lemma III.4. ([30]) Let C be a nonempty closed convex
subset of a real Hilbert space H. Let {Ti}∞

i=1 : C → H be an
infinite family of ki-demimetric mappings with sup{ki : i =
1,2, ...}< 1 such that

∩∞
i=1 F(Ti) ̸= /0 . Assume that {ηi}∞

i=1 is
a positive sequence such that ∑∞

i=1 ηi = 1. Then, the following
conclusions hold

(1) ∑∞
i=1 ηiTi : C → H is a k-demimetric mapping with k =

sup{ki : i = 1,2, ...};
(2) F(∑∞

i=1 ηiTi) =
∩∞

i=1 F(Ti);
(3) if Ti is demiclosed for each i ∈N, then ∑∞

i=1 ηiTi : C →
H is demiclosed.

Lemma III.5. Let C be a nonempty closed convex subset
of a real Hilbert space H. Let M : H → 2H be a maximal
monotone operator with dom(M)⊂C. Let Jλ be the resolvent
of M for λ > 0. Given 0 < s ≤ r and x ∈ H, it holds that

∥Jsx− Jrx∥ ≤
∣∣∣1− s

r

∣∣∣∥x− Jrx∥

and
∥x− Jsx∥ ≤ 2∥x− Jrx∥ .

Proof: Note that (x − Jλ x)/λ ∈ M(Jλ x). Since M is
monotone, we have

⟨x− Jsx
s

− x− Jrx
r

,Jsx− Jrx⟩ ≥ 0.

It turns out that

∥Jsx− Jrx∥2 ≤ r− s
r

⟨x− Jrx,Jsx− Jrx⟩

≤ |1− s
r
|∥x− Jrx∥∥Jsx− Jrx∥ .

This along with the triangle inequality yields that

∥x− Jsx∥ ≤ ∥x− Jrx∥+∥Jsx− Jrx∥
≤ ∥x− Jrx∥+ |1− s

r
|∥x− Jrx∥

≤ 2∥x− Jrx∥ .

This completes the proof.

IV. MAIN RESULTS

NOW, we can prove the main theorem.

Theorem IV.1. Let E be a smooth, strictly convex, and
reflexive Banach space and let J be the duality mapping
on E. Let H be a Hilbert space and let C be a nonempty
closed convex subset of H. Let {Ai}∞

i=1 : C → H be an infinite
family of µi-ism mappings with µ = inf{µi : i = 1,2, ...}.
Let M : H → 2H be a maximal monotone operator with
dom(M) ⊂ C. Let Jλ be the resolvent of M for λ > 0 and

let f : C → H be a contraction with coefficient v ∈ [0,1). Let
B : H → E be a bounded linear operator such that B ̸= 0 and
let B∗ be the adjoint operator of B. Let {Ti}∞

i=1 : C → H be
an infinite family of ki-demimetric and demiclosed mappings
with k= sup{ki : i= 1,2, ...}< 1, S : E →E be a k̂-demimetric
and demiclosed mapping. For x0 ∈C, define a sequence {xn}
as follows:

un = Jηn(I −λn ∑∞
i=1 σiAi)xn,

yn = ζn(∑∞
i=1 δiTiun − τB∗J(I −S)Bun)

+(1−ζn)un,
xn+1 = PC(αn f xn +βnun + γnyn), ∀n ∈ N,

(IV.1)

where τ ∈ (0,+∞), {αn},{βn},{γn},{ζn} ⊂ (0,1) and
{δn},{σn},{ηn},{λn} ⊂ (0,+∞) satisfy the following con-
ditions:

(i) limn→∞ αn = 0 and ∑∞
n=1 αn = ∞,

(ii) 0 < liminfn→∞ βn ≤ limsupn→∞ βn < 1 and αn +βn +
γn = 1,

(iii) 0 < c ≤ ηn,
(iv) ∑∞

i=1 δi = 1 and ∑∞
i=1 σi = 1,

(v) 0 < liminfn→∞ λn ≤ limsupn→∞ λn < 2µ ,
(vi) 0 < liminfn→∞ ζn ≤ limsupn→∞ ζn < min{ 1−k

2 , 1−k̂
2τ∥B∥2 }.

Assume Γ := F(∑∞
i=1 δiTi)

∩
(M+∑∞

i=1 σiAi)
−10

∩
B−1F(S) ̸=

/0. Then the sequence {xn} generated by (IV.1) strongly
converges to a point z0 ∈ Γ, where z0 = PΓ f z0.

Proof: Set T = ∑∞
i=1 δiTi and A = ∑∞

i=1 σiAi. We
get by Lemma III.3 and Lemma III.4 that Γ =∩∞

i=1 F(Ti)
∩
(
∩∞

i=1(M +Ai)
−10)

∩
B−1F(S). Taking any z ∈

Γ, we have that

⟨un −Tun + τB∗J(I −S)Bun,un − z⟩
= ⟨un −Tun,un − z⟩+ τ⟨B∗J(I −S)Bun,un − z⟩
= ⟨un −Tun,un − z⟩+ τ⟨J(I −S)Bun,Bun −Bz⟩

≥ 1− k
2

∥un −Tun∥2 +
τ(1− k̂)

2
∥Bun −SBun∥2 . (IV.2)

It follows from (IV.1) that

∥yn − z∥2

= ∥(1−ζn)un +ζn(Tun − τB∗J(I −S)Bun)− z∥2

= ∥un − z−ζn(un −Tun + τB∗J(I −S)Bun)∥2

= ∥un − z∥2 −2ζn⟨un −Tun + τB∗J(I −S)Bun,un − z⟩
+ζ 2

n ∥un −Tun + τB∗J(I −S)Bun∥2

≤ ∥un − z∥2 −2ζn⟨un −Tun + τB∗J(I −S)Bun,un − z⟩
+ζ 2

n (∥un −Tun∥+∥τB∗J(I −S)Bun∥)2

≤ ∥un − z∥2 −2ζn⟨un −Tun + τB∗J(I −S)Bun,un − z⟩
+ζ 2

n (2∥un −Tun∥2 +2τ2 ∥B∥2 ∥(I −S)Bun∥2).

This together with (IV.2) implies that

∥yn − z∥2

≤ ∥un − z∥2 −ζn(1− k)∥un −Tun∥2

−ζnτ(1− k̂)∥Bun −SBun∥2

+ζ 2
n (2∥un −Tun∥2 +2τ2 ∥B∥2 ∥Bun −SBun∥2)

= ∥un − z∥2 −ζn(1− k−2ζn)∥un −Tun∥2

−ζnτ(1− k̂−2ζnτ ∥B∥2)∥Bun −SBun∥2 . (IV.3)

By condition (vi), we have

∥yn − z∥ ≤ ∥un − z∥ . (IV.4)
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In view of Lemma III.2, we get A is µ-ism. Hence we
obtain Jηn(I −λnA) is nonexpansive due to Proposition II.6.
Now put Jηn =

1
2 I + 1

2Vn for all n ∈ N. Since Jηn is firmly
nonexpansive, then we know that Vn is nonexpansive and
F(Jηn) = F(Vn). Noticing z ∈

∩∞
i=1(M +Ai)

−10, we get by
Lemma III.1 and Lemma III.2 that z∈M−10

∩
(
∩∞

i=1 A−1
i 0) =

M−10
∩

A−10. It follows that

∥un − z∥2

=
∥∥Jηn(I −λnA)xn − Jηn z

∥∥2

=

∥∥∥∥(1
2

I +
1
2

Vn)(I −λnA)xn − (
1
2

I +
1
2

Vn)z
∥∥∥∥2

≤ 1
2
∥(I −λnA)xn − z∥2 +

1
2
∥Vn(I −λnA)xn − z∥2

−1
4
∥Vn(I −λnA)xn − (I −λnA)xn∥2

≤ ∥(I −λnA)xn − z∥2 − 1
4
∥Vn(I −λnA)xn − (I −λnA)xn∥2

= ∥xn − z∥2 −2λn⟨Axn,xn − z⟩+λ 2
n ∥Axn∥2

−1
4
∥Vn(I −λnA)xn − (I −λnA)xn∥2

= ∥xn − z∥2 −2λn⟨Axn −Az,xn − z⟩+λ 2
n ∥Axn∥2

−1
4
∥Vn(I −λnA)xn − (I −λnA)xn∥2

≤ ∥xn − z∥2 −2λnµ ∥Axn −Az∥2 +λ 2
n ∥Axn∥2

−1
4
∥Vn(I −λnA)xn − (I −λnA)xn∥2

= ∥xn − z∥2 −2λnµ ∥Axn∥2 +λ 2
n ∥Axn∥2

−1
4
∥Vn(I −λnA)xn − (I −λnA)xn∥2

≤ ∥xn − z∥2 −λn(2µ −λn)∥Axn∥2

−1
4
∥Vn(I −λnA)xn − (I −λnA)xn∥2 . (IV.5)

It follows from (IV.4), (IV.5) and (v) that

∥xn+1 − z∥
≤ ∥αn( f xn − z)+βn(un − z)+ γn(yn − z)∥
≤ αn ∥ f xn − z∥+βn ∥un − z∥+ γn ∥yn − z∥
≤ αn ∥ f xn − z∥+(1−αn)∥xn − z∥
≤ αn ∥ f xn − f z∥+αn ∥ f z− z∥+(1−αn)∥xn − z∥
≤ αnv∥xn − z∥+αn ∥ f z− z∥+(1−αn)∥xn − z∥
= (1−αn(1− v))∥xn − z∥+αn ∥ f z− z∥

≤ max{∥xn − z∥ , ∥ f z− z∥
1− v

}.

By induction, we have

∥xn − z∥ ≤ max{∥x0 − z∥ , ∥ f z− z∥
1− v

}, ∀n ∈ N,

which gives that the sequence {xn} is bounded, so are {un}
and {yn}.

In terms of (IV.3), (IV.4), (IV.5) and Lemma II.3, we have

∥xn+1 − z∥2

≤ ∥αn( f xn − z)+βn(un − z)+ γn(yn − z)∥2

≤ αn ∥ f xn − z∥2 +βn ∥un − z∥2 + γn ∥yn − z∥2

−βnγn ∥un − yn∥2

≤ αn ∥ f xn − z∥2 +βn(∥xn − z∥2 −λn(2µ −λn)∥Axn∥2

−1
4
∥Vn(I −λnA)xn − (I −λnA)xn∥2)

+γn(∥un − z∥2 −ζn(1− k−2ζn)∥un −Tun∥2

−ζnτ(1− k̂−2ζnτ ∥B∥2)∥Bun −SBun∥2)

−βnγn ∥un − yn∥2

≤ αn ∥ f xn − z∥2 +∥xn − z∥2 −βnλn(2µ −λn)∥Axn∥2

−1
4

βn ∥Vn(I −λnA)xn − (I −λnA)xn∥2

−γnζn(1− k−2ζn)∥un −Tun∥2

−γnζnτ(1− k̂−2ζnτ ∥B∥2)∥Bun −SBun∥2

−βnγ2
n ∥un − yn∥2 ,

which implies that

βnλn(2µ −λn)∥Axn∥2 + γnζn(1− k−2ζn)∥un −Tun∥2

+
1
4

βn ∥Vn(I −λnA)xn − (I −λnA)xn∥2

+γnζnτ(1− k̂−2ζnτ ∥B∥2)∥Bun −SBun∥2

+βnγ2
n ∥un − yn∥2

≤ αn ∥ f xn − z∥2 +∥xn − z∥2 −∥xn+1 − z∥2 . (IV.6)

Case 1. Assume there exists some integer m > 0 such that
{∥xn − z0∥} is decreasing for all n≥m. In this case, we know
that limn→∞ ∥xn − z0∥ exists. From (IV.6) and conditions (i)-
(vi), we deduce

lim
n→∞

∥un − yn∥= 0, (IV.7)

lim
n→∞

∥Axn∥= 0, (IV.8)

lim
n→∞

∥un −Tun∥= 0, (IV.9)

lim
n→∞

∥Bun −SBun∥= 0 (IV.10)

and

lim
n→∞

∥Vn(I −λnA)xn − (I −λnA)xn∥= 0. (IV.11)

Observe that

∥un − xn∥
=

∥∥Jηn(I −λnA)xn − xn
∥∥

=

∥∥∥∥(1
2

I +
1
2

Vn)(I −λnA)xn − xn

∥∥∥∥
≤ 1

2
∥(I −λnA)xn − xn∥+

1
2
∥Vn(I −λnA)xn − xn∥

≤ 1
2
∥(I −λnA)xn − xn∥+

1
2
∥Vn(I −λnA)xn − (I −λnA)xn∥

+
1
2
∥(I −λnA)xn − xn∥

≤ λn ∥Axn∥+
1
2
∥Vn(I −λnA)xn − (I −λnA)xn∥ .

This together with (IV.8) and (IV.11) implies that

lim
n→∞

∥un − xn∥= 0. (IV.12)
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Let Tc = Jc(I − 2µA), where Jc = (I + cM)−1. Then we
deduce from (IV.8), (IV.12), Lemma III.5 and (iii) that

∥Tcxn − xn∥
= ∥Jc(I −2µA)xn − xn∥
= ∥Jc(I −2µA)xn − (I −2µA)xn∥+∥(I −2µA)xn − xn∥
≤ 2

∥∥Jηn(I −2µA)xn − (I −2µA)xn
∥∥

+∥(I −2µA)xn − xn∥
≤ 2

∥∥Jηn(I −2µA)xn − Jηn(I −2λnA)xn
∥∥

+2
∥∥Jηn(I −2λnA)xn − xn

∥∥+2∥xn − (I −2µA)xn∥
+∥(I −2µA)xn − xn∥

≤ 4 |µ −λn|∥Axn∥+2∥un − xn∥+6µ ∥Axn∥
→ 0. (IV.13)

Since {xn} is bounded, there exists a subsequence {xni} of
{xn} satisfying xni ⇀ x̃ ∈ C. Without loss of generality, we
may also assume

lim
i→∞

⟨ f z0 − z0,xni − z0⟩= limsup
n→∞

⟨ f z0 − z0,xn − z0⟩. (IV.14)

Since Ti is demiclosed for each i∈N , noticing (IV.9), (IV.12)
and Lemma III.4, we have x̃ ∈ F(T ) =

∩∞
i=1 F(Ti). Because

B is bounded and linear, we also see that {Buni} converges
weakly to Bx̃. Using this and (IV.10), we have x̃ ∈ B−1F(S).
Noting (IV.13) and the fact that Tc = Jc(I −2µA) is nonex-
pansive, we get x̃ ∈ (M+A)−10 due to Lemma III.1.

It follows from (IV.14) and Lemma I.1 that

limsup
n→∞

⟨ f z0 − z0,xn − z0⟩

= lim
i→∞

⟨ f z0 − z0,xni − z0⟩

= ⟨ f z0 − z0, x̃− z0⟩
= ⟨ f z0 −PΓ f z0, x̃−PΓ f z0⟩
≤ 0. (IV.15)

Setting hn = αn f xn+βnun+γnyn for all n ∈N, we have from
(IV.1) that xn+1 = PChn. It follows from (IV.4), (IV.5) and
Lemma I.1 that

∥xn+1 − z0∥2

= ⟨PChn −hn,PChn − z0⟩+ ⟨hn − z0,PChn − z0⟩
≤ ⟨αn f xn +βnun + γnyn − z0,xn+1 − z0⟩
≤ ∥βn(un − z0)+ γn(yn − z0)∥∥xn+1 − z0∥

+αn⟨ f xn − z0,xn+1 − z0⟩
≤ βn ∥un − z0∥∥xn+1 − z0∥+ γn ∥yn − z0∥∥xn+1 − z0∥

+αn⟨ f xn − f z0,xn+1 − z0⟩+αn⟨ f z0 − z0,xn+1 − z0⟩
≤ (1−αn)∥xn − z0∥∥xn+1 − z0∥

+αnv∥xn − z0∥∥xn+1 − z0∥
+αn⟨ f z0 − z0,xn+1 − z0⟩

≤ (1−αn(1− v))∥xn − z0∥2 +αn⟨ f z0 − z0,xn+1 − z0⟩.

This together with Lemma II.2 and (IV.15) implies xn → z0
as n → ∞.

Case 2: Suppose that there exists {ni} of {n} such that
∥xni − z0∥< ∥xni+1 − z0∥ for all i ∈N. Then by Lemma II.1,
there exists a nondecreasing sequence {m j} in N such that∥∥xm j − z0

∥∥≤
∥∥xm j+1 − z0

∥∥ ,∥∥x j − z0
∥∥≤

∥∥xm j+1 − z0
∥∥ . (IV.16)

Following a similar argument as in the proof of Case 1, we
have that

lim
n→∞

∥∥um j − ym j

∥∥= 0, (IV.17)

and

lim
n→∞

∥∥um j − xm j

∥∥= 0. (IV.18)

We want to show that

limsup
j→∞

⟨ f z0 − z0,xm j − z0⟩ ≤ 0, (IV.19)

where z0 = PΓ f z0. Without loss of generality, there exists a
subsequence {xm jk

} of {xm j} such that xm jk
⇀ ω for some

ω ∈C and

lim
k→∞

⟨ f z0 − z0,xm jk
− z0⟩= limsup

j→∞
⟨ f z0 − z0,xm j − z0⟩.

Thus we deduce that

limsup
j→∞

⟨ f z0 − z0,xm j − z0⟩

= lim
k→∞

⟨ f z0 − z0,xm jk
− z0⟩

= ⟨ f z0 −PΓ f z0,ω −PΓ f z0⟩
≤ 0. (IV.20)

Taking into consideration that

∥∥xm j+1 − xm j

∥∥
≤

∥∥αm j f xm j +βm j um j + γm j ym j − xm j

∥∥
≤ αm j

∥∥ f xm j − xm j

∥∥+βm j

∥∥um j − xm j

∥∥
+γm j

∥∥ym j − xm j

∥∥
≤ αm j

∥∥ f xm j − xm j

∥∥+βm j

∥∥um j − xm j

∥∥
+γm j

∥∥ym j −um j

∥∥+ γm j

∥∥um j − xm j

∥∥
= αm j

∥∥ f xm j − xm j

∥∥+(1−αm j)
∥∥um j − xm j

∥∥
+γm j

∥∥ym j −um j

∥∥ ,
we deduce from (IV.17), (IV.18) and (i) that

lim
j→∞

∥∥xm j+1 − xm j

∥∥= 0. (IV.21)

Letting hm j = αm j f xm j +βm j um j + γm j ym j for all j ∈ N, we
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get by LemmaI.1, (IV.4), (IV.5) and (IV.16) that∥∥xm j+1 − z0
∥∥2

= ⟨PChm j −hm j ,PChm j − z0⟩+ ⟨hm j − z0,PChm j − z0⟩
≤ ⟨αm j f xm j +βm j um j + γm j ym j − z0,xm j+1 − z0⟩
≤

∥∥βm j(um j − z0)+ γm j(ym j − z0)
∥∥∥∥xm j+1 − z0

∥∥
+αm j⟨ f xm j − z0,xm j+1 − z0⟩

≤ βm j

∥∥um j − z0
∥∥∥∥xm j+1 − z0

∥∥
+γm j

∥∥ym j − z0
∥∥∥∥xm j+1 − z0

∥∥
+αm j⟨ f xm j − f z0,xm j+1 − z0⟩
+αm j⟨ f z0 − z0,xm j+1 − xm j⟩
+αm j⟨ f z0 − z0,xm j − z0⟩

≤ (1−αm j)
∥∥xm j − z0

∥∥∥∥xm j+1 − z0
∥∥

+αm j v
∥∥xm j − z0

∥∥∥∥xm j+1 − z0
∥∥

+αm j ∥ f z0 − z0∥
∥∥xm j+1 − xm j

∥∥
+αm j⟨ f z0 − z0,xm j − z0⟩

≤ (1−αm j(1− v))
∥∥xm j − z0

∥∥∥∥xm j+1 − z0
∥∥

+αm j ∥ f z0 − z0∥
∥∥xm j+1 − xm j

∥∥
+αm j⟨ f z0 − z0,xm j − z0⟩

≤ (1−αm j(1− v))
∥∥xm j+1 − z0

∥∥2

+αm j ∥ f z0 − z0∥
∥∥xm j+1 − xm j

∥∥
+αm j⟨ f z0 − z0,xm j − z0⟩,

which means that∥∥xm j+1 − z0
∥∥2 ≤ 1

1− v
∥ f z0 − z0∥

∥∥xm j+1 − xm j

∥∥
+

1
1− v

⟨ f z0 − z0,xm j − z0⟩.

In view of (IV.20) and (IV.21), we have

lim
j→∞

∥∥xm j+1 − z0
∥∥= 0.

By (IV.16), we obtain

0 ≤
∥∥x j − z0

∥∥≤
∥∥xm j+1 − z0

∥∥ .
Consequently, we get x j → z0 as j → ∞. The proof is
completed.

Remark IV.2. Theorem IV.1 extends, improves and develops
Theorem 3.1 of Akashi and Takahashi [14], Theorem 3.1 of
Takahashi [13] and Theorem 3.1 of Takahashi [15] in the
following aspects.

(i) Theorem IV.1 strengthens the corresponding results
in [14] from weak convergence analysis to strong
convergence analysis.

(ii) Compared with the corresponding results in [14], [13]
and [15], Theorem IV.1 solves the more general and
challenging problem for finding a common element of
the set of common fixed points of an infinite family
of demimetric mappings, the set of common solutions
of the variational inclusion problems and the set of
solutions of the null point problems in Banach spaces.

(iii) The proof of Theorem IV.1 is based on the novel results
(Lemma III.1 to Lemma III.5). That is very different
from the proof of Akashi and Takahashi [14], Theorem
3.1 of Takahashi [13] and Theorem 3.1 of Takahashi
[15].

0 2 4 6 8 10 12 14 16 18 20

n

0

0.5

1

1.5

2

2.5

3

x n

Fig. 1: The convergence of {xn} with initial values x1 = 3.

(iv) The algorithm (IV.1) is more flexible than the ones
given in [14], [13], [15].

Therefore, the new algorithm can be expected to be widely
applicable.

Example IV.3. Let C =H =R with the inner product defined
by ⟨x,y⟩ = xy for all x,y ∈ R and the standard norm |·|.
Letting M,B, f : H → H be defined as Mx = 3x, Bx =− 3

2 x,
f x = 1

6 x for all x ∈ H, we then see M : H → 2H be a maximal
monotone operator with dom(M) ⊂ H and B is a bounded
linear operator and f be contractive. Let S : H → H be
defined as Sx = −3x for all x ∈ H, Ti : H → H be defined
as Tix =−2x, and Ai : H → H be defined as Aix = 6x for all
i ∈ N and x ∈ H. It is easy to check that Γ = {0}. Also, it
is easy to check S is 1

2 -demimetric and demiclosed, Ai are
1
6 -ism, and Ti are 1

3 -demimetric and demiclosed for all i ∈N.
Let us choose αn =

1
6n , βn =

n+1
3n , γn =

4n−3
6n , λn = 10, τ =

1
3 , ηn = ζn =

1
6 , ηn = ζn =

1
6 , δi =σi =

1
2i for all n, i∈N. Then

αn, βn, γn,λn,τ , ηn,ζn,δi and σi satisfy all the conditions of
Theorem IV.1. Therefore iterative scheme (IV.1) becomes

xn+1 =
12n+17

180n
xn, ∀n ∈ N.

The numerical results are reported in Table I(where e-k
denotes 10−k) and Figure IV demonstrate Theorem IV.1.

TABLE I: The values of the sequence {xn}
n xn
1–5 3.0000 0.4833 0.0550 0.0054 0.0005
6–10 4.17e-5 3.44e-6 2.76e-7 2.16e-8 1.67e-9
11–15 1.27e-10 9.56e-12 7.13e-13 5.27e-14 3.87e-15
16–20 2.82e-16 2.05e-17 1.48e-18 1.06e-19 7.62e-21

V. AN EXTENSION OF OUR MAIN RESULTS

BY using Theorem IV.1, we have the following strong
convergence results for computing the common solution

of fixed point problems of nonlinear mappings, variational in-
clusion problems and null point problems in Banach spaces.

Theorem V.1. Let E be a smooth, strictly convex, and reflex-
ive Banach space and let J be the duality mapping on E. Let
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H be a Hilbert space and let C be a nonempty closed convex
subset of H. Let {Ai}∞

i=1 : C → H be an infinite family of µi-
ism mappings with µ = inf{µi : i = 1,2, ...}. Let M : H → 2H

be a maximal monotone operator with dom(M) ⊂ C. Let
Jλ be the resolvent of M for λ > 0. Let f : C → H be a
contraction with coefficient v ∈ [0,1). Let B : H → E be a
bounded linear operator such that B ̸= 0 and let B∗ be the
adjoint operator of B. Let {Ti}∞

i=1 : C → H be an infinite
family of 2-generalized hybrid and demiclosed mappings,
S : E → E be k̂-demimetric and demiclosed mapping. Assume
Γ :=

∩∞
i=1 F(Ti)

∩
(
∩∞

i=1(M+Ai)
−10)

∩
B−1F(S) is nonempty.

For x0 ∈C, define a sequence {xn} as follows: un = Jηn(I −λn ∑∞
i=1 σiAi)xn,

yn = (1−ζn)un +ζn(∑∞
i=1 δiTiun − τB∗J(I −S)Bun),

xn+1 = PC(αn f xn +βnun + γnyn), ∀n ∈ N,
(V.1)

where τ ∈ (0,+∞), {αn},{βn},{γn},{ζn} ⊂ (0,1) and
{δn},{σn},{ηn},{λn} ⊂ (0,+∞) satisfy the following con-
ditions:

(i) limn→∞ αn = 0 and ∑∞
n=1 αn = ∞,

(ii) 0 < liminfn→∞ βn ≤ limsupn→∞ βn < 1 and αn +βn +
γn = 1,

(iii) 0 < c ≤ ηn,
(iv) ∑∞

i=1 δi = 1 and ∑∞
i=1 σi = 1,

(v) 0 < liminfn→∞ λn ≤ limsupn→∞ λn < 2µ ,
(vi) 0 < liminfn→∞ ζn ≤ limsupn→∞ ζn < min{ 1

2 ,
1−k̂

2τ∥B∥2 }.

Then the sequence {xn} generated by (V.1) strongly con-
verges to a point z0 ∈ Γ, where z0 = PΓ f z0.

Proof: Note that the 2-generalized hybrid mapping T
with F(T ) ̸= /0 is 0-demimetric. Therefore, Theorem IV.1
implies the conclusion.

Theorem V.2. Let E be a smooth, strictly convex, and reflex-
ive Banach space and let J be the duality mapping on E. Let
H be a Hilbert space and let C be a nonempty closed convex
subset of H. Let {Ai}∞

i=1 : C → H be an infinite family of µi-
ism mappings with µ = inf{µi : i = 1,2, ...}. Let M : H → 2H

be a maximal monotone operator with dom(M)⊂C. Let Jλ
be the resolvent of M for λ > 0. Let f : C → H be a contrac-
tion with coefficient v ∈ [0,1). Let B : H → E be a bounded
linear operator such that B ̸= 0 and let B∗ be the adjoint
operator of B. Let {Ti}∞

i=1 : C → H be an infinite family of ki-
strict pseudo-contractions with k = sup{ki : i = 1,2, ...}< 1.
Assume Γ :=

∩∞
i=1 F(Ti)

∩
(
∩∞

i=1(M + Ai)
−10)

∩
B−1F(S) is

nonempty. For x0 ∈C, define a sequence {xn} as follows: un = Jηn(I −λn ∑∞
i=1 σiAi)xn,

yn = (1−ζn)un +ζn(∑∞
i=1 δiTiun − τB∗J(I −S)Bun),

xn+1 = PC(αn f xn +βnun + γnyn), ∀n ∈ N,
(V.2)

where τ ∈ (0,+∞), {αn},{βn},{γn},{ζn} ⊂ (0,1) and
{δn},{σn},{ηn},{λn} ⊂ (0,+∞) satisfy the following con-
ditions:

(i) limn→∞ αn = 0 and ∑∞
n=1 αn = ∞,

(ii) 0 < liminfn→∞ βn ≤ limsupn→∞ βn < 1 and αn +βn +
γn = 1,

(iii) 0 < c ≤ ηn,
(iv) ∑∞

i=1 δi = 1 and ∑∞
i=1 σi = 1,

(v) 0 < liminfn→∞ λn ≤ limsupn→∞ λn < 2µ ,
(vi) 0 < liminfn→∞ ζn ≤ limsupn→∞ ζn < min{ 1−k

2 , 1−k̂
2τ∥B∥2 }.

Then the sequence {xn} generated by (V.2) strongly con-
verges to a point z0 ∈ Γ, where z0 = PΓ f z0.

Proof: Noticing that k-strict pseudocontraction T with
F(T ) ̸= /0 is k-demimetric and demiclosed; see [6], we have
the desired result due to Theorem IV.1.

Theorem V.3. Let E be a smooth, strictly convex, and
reflexive Banach space and let J be the duality mapping
on E. Let H be a Hilbert space and let C be a nonempty
closed convex subset of H. Let {Ai}∞

i=1 : C →H be an infinite
family of µi-ism mappings with µ = inf{µi : i = 1,2, ...}.
Let M : H → 2H be a maximal monotone operator with
dom(M) ⊂ C. Let Jλ be the resolvent of M for λ > 0 and
let f : C → H be a contraction with coefficient v ∈ [0,1). Let
B : H → E be a bounded linear operator such that B ̸= 0 and
let B∗ be the adjoint operator of B. Let {Ti}∞

i=1 : C → H be
an infinite family of nonexpansive mappings, S : E → E be a
k̂-demimetric and demiclosed mapping. For x0 ∈C, define a
sequence {xn} as follows:

un = Jηn(I −λn ∑∞
i=1 σiAi)xn,

yn = ζn(∑∞
i=1 δiTiun − τB∗J(I −S)Bun)

+(1−ζn)un,
xn+1 = PC(αn f xn +βnun + γnyn), ∀n ∈ N,

(V.3)

where τ ∈ (0,+∞), {αn},{βn},{γn},{ζn} ⊂ (0,1) and
{δn},{σn},{ηn},{λn} ⊂ (0,+∞) satisfy the following con-
ditions:

(i) limn→∞ αn = 0 and ∑∞
n=1 αn = ∞,

(ii) 0 < liminfn→∞ βn ≤ limsupn→∞ βn < 1 and αn +βn +
γn = 1,

(iii) 0 < c ≤ ηn,
(iv) ∑∞

i=1 δi = 1 and ∑∞
i=1 σi = 1,

(v) 0 < liminfn→∞ λn ≤ limsupn→∞ λn < 2µ ,
(vi) 0 < liminfn→∞ ζn ≤ limsupn→∞ ζn < min{ 1

2 ,
1−k̂

2τ∥B∥2 }.

Assume Γ := F(∑∞
i=1 δiTi)

∩
(M+∑∞

i=1 σiAi)
−10

∩
B−1F(S) ̸=

/0. Then the sequence {xn} generated by (V.3) strongly
converges to a point z0 ∈ Γ, where z0 = PΓ f z0.

Theorem V.4. Let H be a Hilbert space and let C be a
nonempty closed convex subset of H. Let {Ai}∞

i=1 : C → H be
an infinite family of µi-ism mappings with µ = inf{µi : i =
1,2, ...}. Let M : H → 2H be a maximal monotone operator
with dom(M) ⊂ C. Let Jλ be the resolvent of M for λ >
0 and let f : C → H be a contraction with coefficient v ∈
[0,1). Let B : H → E be a bounded linear operator such that
B ̸= 0 and let B∗ be the adjoint operator of B. Let {Ti}∞

i=1 :
C → H be an infinite family of ki-demimetric and demiclosed
mappings with k = sup{ki : i = 1,2, ...}< 1, S : H → H be a
k̂-demimetric and demiclosed mapping. For x0 ∈C, define a
sequence {xn} as follows:

un = Jηn(I −λn ∑∞
i=1 σiAi)xn,

yn = ζn(∑∞
i=1 δiTiun − τB∗(I −S)Bun)

+(1−ζn)un,
xn+1 = PC(αn f xn +βnun + γnyn), ∀n ∈ N,

(V.4)

where τ ∈ (0,+∞), {αn},{βn},{γn},{ζn} ⊂ (0,1) and
{δn},{σn},{ηn},{λn} ⊂ (0,+∞) satisfy the following con-
ditions:

(i) limn→∞ αn = 0 and ∑∞
n=1 αn = ∞,

(ii) 0 < liminfn→∞ βn ≤ limsupn→∞ βn < 1 and αn +βn +
γn = 1,
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(iii) 0 < c ≤ ηn,
(iv) ∑∞

i=1 δi = 1 and ∑∞
i=1 σi = 1,

(v) 0 < liminfn→∞ λn ≤ limsupn→∞ λn < 2µ ,
(vi) 0 < liminfn→∞ ζn ≤ limsupn→∞ ζn < min{ 1−k

2 , 1−k̂
2τ∥B∥2 }.

Assume Γ := F(∑∞
i=1 δiTi)

∩
(M+∑∞

i=1 σiAi)
−10

∩
B−1F(S) ̸=

/0. Then the sequence {xn} generated by (V.4) strongly
converges to a point z0 ∈ Γ, where z0 = PΓ f z0.

Theorem V.5. Let H be a Hilbert space and let C be a
nonempty closed convex subset of H. Let {Ai}∞

i=1 : C → H be
an infinite family of µi-ism mappings with µ = inf{µi : i =
1,2, ...}. Let M : H → 2H be a maximal monotone operator
with dom(M) ⊂ C. Let Jλ be the resolvent of M for λ > 0
and let f : C → H be a contraction with coefficient v ∈ [0,1).
Let B : H → E be a bounded linear operator such that B ̸= 0
and let B∗ be the adjoint operator of B. Let {Ti}∞

i=1 : C → H
be an infinite family of nonexpansive mappings, S : H →H be
a k̂-demimetric and demiclosed mapping. For x0 ∈C, define
a sequence {xn} as follows:

un = Jηn(I −λn ∑∞
i=1 σiAi)xn,

yn = ζn(∑∞
i=1 δiTiun − τB∗(I −S)Bun)

+(1−ζn)un,
xn+1 = PC(αn f xn +βnun + γnyn), ∀n ∈ N,

(V.5)

where τ ∈ (0,+∞), {αn},{βn},{γn},{ζn} ⊂ (0,1) and
{δn},{σn},{ηn},{λn} ⊂ (0,+∞) satisfy the following con-
ditions:

(i) limn→∞ αn = 0 and ∑∞
n=1 αn = ∞,

(ii) 0 < liminfn→∞ βn ≤ limsupn→∞ βn < 1 and αn +βn +
γn = 1,

(iii) 0 < c ≤ ηn,
(iv) ∑∞

i=1 δi = 1 and ∑∞
i=1 σi = 1,

(v) 0 < liminfn→∞ λn ≤ limsupn→∞ λn < 2µ ,
(vi) 0 < liminfn→∞ ζn ≤ limsupn→∞ ζn < min{ 1

2 ,
1−k̂

2τ∥B∥2 }.

Assume Γ := F(∑∞
i=1 δiTi)

∩
(M+∑∞

i=1 σiAi)
−10

∩
B−1F(S) ̸=

/0. Then the sequence {xn} generated by (V.5) strongly
converges to a point z0 ∈ Γ, where z0 = PΓ f z0.
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