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Abstract—In this paper, the main objective is to underline the possibility of identifying simplified mechanical models of complex mechanical systems through the numerical techniques of applied system identification to develop control actions. For this purpose, the system identification theory and, in particular, the Numerical Algorithms for Subspace State-Space System Identification, shortened in N4SID, are employed in this work considering a mathematical model as the test rig instead of using a real system and the data gathered from real sensors. In particular, the mechanical model of the latch system of the ATR 42/72 cargo door is the case study considered in this investigation to integrate the CAD (Computer-Aided Design) model and the dynamical simulations carried out within the MBD (Multi-Body Dynamics) virtual environments. Thus, the software SOLIDWORKS is used for the CAD interface, whereas, at the same time, the software SIMSCAPE is chosen to carry out the numerical simulations of the corresponding multidynamical model, and the system identification process is performed employing the N4SID suite implemented in MATLAB. When compared with the original nonlinear multibody model, the numerical results found from the dynamical simulations generated in SIMSCAPE, starting from the model developed in SOLIDWORKS, are used to identify a simpler linear dynamical model of the latch system of the hatch door, which could be effectively used in subsequent developments to analyze further the real prototype and for the design of effective control strategies.
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A. Background Information and Formulation of the Problem of Interest for this Investigation

To properly simulate the dynamic behavior of a general mechanical system, the mechanism under investigation can be modeled with diverse degrees of complexity, and the use of the multibody technique is well suited to describe a wide range of articulated mechanical systems [1], [2]. The system model should be detailed enough to fully describe its dynamics and its peculiar aspects, but, in the meanwhile, an excessive complexity will result in an undesired delay in the duration of the numerical analysis without adding useful information. In this scenario, identifying a simple model of a complex mechanism is of paramount interest to obtain useful tools that can be used for parametric analysis, predictive goals, and control strategies [3]–[6].

The system identification theory and the numerical procedures of applied system identification represent powerful instruments to obtain an input-output black-box model of the desired system, starting from the time evolution of appropriately selected inputs and outputs gathered from sensors during experimental tests on the real system [7], [8]. On the other hand, when designing a new part or when the real systems are not available to be tested, or there is no possibility of running the necessary experiments [9], [10], a virtual prototyping campaign could be carried out [11], [12]. Starting from the CAD model, the integration between the CAD software used to develop the three-dimensional model of the system of interest, and the multibody software needed to analyze it dynamically, become necessary to obtain a virtual prototype suited for the numerical analysis [13], [14].

In this respect, several aspects must be considered, such as the compatibility of the two software and the necessity to use a model that has been properly modified to consider only the bodies necessary to describe the dynamics of the mechanism. Thus, this paper is collocated in this research framework and is devoted to identifying a dynamical model of the latching system of an aircraft hatch door using the numerical algorithms of subspace state-space system identification.
B. Literature Review on the Virtual Prototyping and the Integration of Computer-Aided Design and Analysis

In this subsection, the integration between computer-aided design and computer-aided analysis will be faced and explored to understand its importance. The role of computer design and simulation in modern engineering is fundamental for increasing the quality of the final products and reducing their cost. The process starts from the design phase and then moves to analyze the dynamic and/or static behavior of the mechanical system under investigation [15], [16]. The integration between the different phases of the computer-aided process is not a trivial issue since the design environment and the analysis environment are based on different hypotheses and must be addressed carefully [17]–[19]. Several approaches can be used to solve the integration of computer-aided design and analysis apart from manually modifying the CAD model, which can be relatively easy. Still, this process is also strongly influenced by the engineering experience. However, various techniques for autonomous or partially automated reduction are available in the literature. In [20], Daberkow and Kreuzer described an object-oriented modeling approach to integrate the CAD and the multibody simulations starting from a previous work of Otter et al. [21]. In [22], Thakur et al. presented a list of techniques suitable for physics-based numerical simulations since, for different problems, diverse approaches should be followed. In [23], Shaban proposed a new computer-aided methodology based on the integration of the computer-aided phases of design and analysis regarding the field of multibody vehicle dynamics. Shi et al. developed a continuum-based liquid sloshing approach to consider the effect of interaction between the geometry of the tank and the liquid on the general vehicle dynamics [24]. In [25], Khan and Rezwana suggested an approach based on Hierarchical Data Format, used as a link between the DAE (Differential-Algebraic Equations) and the CAE (Computer-Aided Engineering) systems, while Hamri et al. in [26] proposed a method based on the different shape representation called mixed shape representation to reduce the gaps between the CAD and CAE programs. Another option is to link CAD software like SOLIDWORKS and the multipurpose programming environment MATLAB, which allows importing a CAD model in the simulation environment called SIMSCAPE [27]–[29] and to develop also multi-domain models [30].

Today, the importance of computer-aided engineering along the productive process is essential and cannot be neglected if optimal results are required. Despite its central role, the integration between the designing and simulation phases is not as easy and optimized as possible. The strategy of integration can be very different, for example, the use of a Common Data Model (CDM), where all the information for both design and analysis are store as proposed in [31] by Gujarathi and Ma, a completely different formulation of the geometric features as proposed by Mikkola et al. in [32]. The two phases have different aims, and so they are based on diverse principles, namely the NURBS (Non-Uniform Rational Basis-Spline) for the CAD software and the multibody approach MBD (Multi-Body Dynamics) [33], [34]. The difference between the two kinds of representations is the accuracy with which the surfaces of the model are described. The model developed during the designing phase needs great accuracy and an appropriate appearance to effectively present the product effectively. On the other hand, the necessities of an analyst are different, and, in particular, the focus is on the parts of the system that play an active role in kinematic and dynamic studies. Moreover, a model composed of an elevate number of bodies would result in requiring a long simulation time and does not necessarily result in a better quality of the outcomes of the simulations. These are the main reasons because of the need for a preliminary phase in which the CAD model will be modified and simplified to get a model suitable for the analysis [35]. In general, as briefly discussed in this paper, the approach based on the integration of computer-aided design and analysis can be effectively employed for developing new continuum-based finite element models for addressing the small and large deformation problems of flexible multibody mechanical systems, as well as for performing a system identification process that leads to the construction of a simplified state-space dynamical model of the mechanical system of interest.

The large diffusion of computers and the development of technology in engineering fields rapidly and actually changed the designing process of a wide variety of items [36]–[38]. The integration of the CAD-CAE environment and the methodology highly driven by computer-aided strategies can be seen in various engineering fields. Approaches based on 3D printing and virtual reality are growing in the domain of civil engineering, and building industry [39], [40], modeling and simulations techniques based on computer-aided approach are applied in vehicle engineering prototyping and design of tires [41], of car components [42], and bicycle frames [43], [44]. The availability of a virtual model of a system will improve the quality of the final result and reduce the necessity to realize several physical prototypes to be tested to validate the project. A large number of virtual tests and numerical simulations can replace physical experiments reducing costs and leading to a more systematic approach to the design and prototyping process itself [45]. The required level of details for the CAD models and the CAE models is clearly different, and the initial concept of a generic system will probably change as the results of simulations and analyses [46]. To avoid a large number of physical prototypes, virtual prototyping can help cut off the duration and cost of the all productive process [47], as discussed in this paper.

C. Literature Review on System Identification and Nonlinear Control of Mechanical Systems

A generic system analysis requires simplifications and diverse hypotheses to explore its characteristics, and different approaches can be followed to address this issue. For analysis purposes, the multibody modeling is well suited to investigate the kinematics and dynamics of a system, but this generally results in complex and nonlinear formulations [48], [49]. Thus, in certain areas where a fast solution is needed as the field of control or hardware-in-the-loop simulations, an alternative formulation is needed [50], [51]. For the possibility to describe a system using a simple input-output numerical formulation, the system identification is a widely used technique in the field of controls, starting from data gathered...
from sensors during real experiments or from the results of a numerical simulation [52]. Some diverse techniques and approaches can vary from the specific area of interest or system to analyze, leading to a mathematical formulation suitable for control and parameter identification purposes [53]–[55]. The multibody methodology, on the other hand, is an efficient method which can be applied with confidence to a large variety of mechanical systems, well suited for numerical computer-assisted formulation and to analyze the behavior of the systems under investigation [56]–[58]. In other cases, when the real mechanism is already available, and an experimental campaign can be carried out, it is possible to apply the system identification theory. The works of Ljung [59] and of Juang and Phan [60] give a complete overview of the argument. Using the data collected from experimental tests, it is possible to identify a mathematical model of the system and diverse identification algorithms are available. In particular, in this paper, the focus is on the subspace state-space system identification approach [61]. Application of the system identification are widespread in the field of structural engineering, to perform modal analysis of the system as in [62], where the authors analyze a frame structure and propose a numerical procedure founded on combining the Observer/Kalman Filter Identification Method (OKID) with the Eigensystem Realization Algorithm (ERA) to determine the sequence of the Markov parameters of the system. In [63], Nord et al. used a combination of collected and simulated data to identify the modal parameters and studied the behavior of a lighthouse placed in ice-infested waters. Other examples of the system identification applicability can be found in [64], where the data collected from a real car used as a test rig are used to identify an input-output model of the system. In [65], Zhiyu et al. identified a state-space model of a flexible space manipulator. In the work of Navik et al. [66], an application of the identification procedure can be found applied to railway systems regarding the damping properties of the catenary system. In [67], Yu et al. proposed an optimized neural network for the parameter identification of the proton exchange membrane of fuel cells. In [68], Chen et al. investigated the pulsed eddy current data analysis for the structural health monitoring using linear time-domain models and frequency-domain feature extractions. In [69], Gray et al. solved the nonlinear system identification problem for a multivariable nonlinear input-output system represented in terms of a Chen-Fliess functional expansion. In [70], Wu and Jahanshahi proposed a comprehensive review of the recent issues concerning the data fusion applications in structural health monitoring. In [71], Klus et al. derived a data-driven method for the approximation of the Koopman generator regarded as a straightforward extension of an extended dynamic mode decomposition. In [72], Ljung et al. provided a new summary of the main ideas and results of kernel-based regularization methods for applied system identification. In [73], Bai et al. proposed two recent innovations that extend dynamic mode decomposition to systems with actuation and systems with heavily subsampled measurements. In [74], Zhang et al. developed a two-stage Bayesian formulation for structural system identification taking into account modeling errors of natural mode shapes and frequencies. In [75], Ribeiro et al. focused on the smoothness of optimization problems arising in the prediction and estimation of error parameters of linear and nonlinear systems. Several works found in the literature on these arguments highlight the interest and the complexity of the problem considered in this investigation.

D. Scope and Contributions of this Study

In this work, starting from its detailed CAD model and using the system identification theory, the authors defined a simplified model of the latch system of the cargo door of the ATR 42/72. The aim is to show the possibility to use a virtual model instead of the physical one to simulate different cases, gather the outputs of the system in response to user-defined inputs, and finally use them to identify an input-output numerical model of the door using the Numerical Algorithms for Subspace State-Space System Identification (N4SID). To achieve these goals, the complete CAD model of the hatch door is appropriately simplified, particularly focusing on the latch system of the door to use it for the necessary numerical simulations. Thus, the two computer programs, respectively called SOLIDWORKS and MATLAB/SIMSCAPE, are used for CAD modeling and MBD numerical simulations, while a general-purpose MATLAB code developed by the authors by using the N4SID method is employed for identifying a first-order state-space dynamical model of the latch system of interest in the ATR 42/72 cargo door.

In this investigation, the objective is to obtain a simplified dynamical model of the latch system of the ATR 42/72 cargo door using the application of the system identification theory. To this end, a CAD-MBD synergistic interaction results necessary to obtain a detailed model to describe the behavior of the mechanical system under investigation properly. The procedure devised in this work is general and can be easily applied to a wide range of mechanical systems of practical interest. This paper also aims to show how a detailed CAD model can be easily imported in a multibody environment. The MATLAB program called SIMSCAPE, in the present case, analyzes the dynamic behavior of complex mechanisms such as the case study of this work. Furthermore, the multibody model can be used as a substitute for the real mechanism, and several tests can be run faster and more easily compared to a real experimental campaign. The model can also be used for multiple purposes as, for example, defining control strategies for the real system. In this respect, the multibody model cannot be used as it is. Still, a simpler model is required, and the system identification can be a reasonable choice to obtain a simple and efficient mathematical description of the problem. A relatively simple input-output model can be defined and then used to develop real-time controllers. The approach used in this work can be applied to a generic mechanical system for which a CAD model can be created as the starting point of the overall numerical procedure. Finally, to demonstrate the practical use of the identified state-space models of the aircraft subsystem considered in the paper, optimal feedback controllers were designed using the identified model and solving the discrete-time infinite-horizon Riccati algebraic equation. This allowed for performing numerical experiments of the closed-loop dynamics of the state-space systems identified for the latching mechanism in response to an arbitrary excitation, as shown in detail and discussed in the numerical results section of the manuscript.
E. Organization of the Manuscript

This manuscript is organized considering the following structure. Section II provides the methodology employed in this paper to develop the numerical analysis based on the tools of applied system identification. In Section III, the case study considered in this investigation is described, whereas the numerical results found are reported and discussed thoroughly. Section IV is a conclusive section that contains a summary of the work done in the paper, some conclusions reached in the present analysis, and possible interesting directions for addressing future works.

II. APPLIED SYSTEM IDENTIFICATION

In this section, the mathematical background and the computational methodology utilized to develop the present research work and analyze the case study considered in this investigation are reported. For this purpose, the fundamental aspects of applied system identification are recalled, paying particular attention to the state-space dynamical models used for describing linear mechanical systems, as well as to the key features of the numerical algorithms employed for performing the subspace state-space system identification.

A. Linear Dynamical Models of Mechanical Systems

This subsection provides the core equations that mathematically describe linear dynamical systems typically found in mechanical and control engineering applications. A generic linear dynamical model of a mechanical system can be written in the following matrix form:

$$\mathbf{M}\ddot{\mathbf{x}}(t) + \mathbf{R}\dot{\mathbf{x}}(t) + \mathbf{K}\mathbf{x}(t) = \mathbf{F}(t)$$

(1)

where the constant matrices \(\mathbf{M}\), \(\mathbf{R}\), and \(\mathbf{K}\) are, respectively, the mass matrix, the damping matrix, and the stiffness matrix of the mechanical system having dimensions \(n_2 \times n_2\), while the vectors \(\dot{\mathbf{x}}(t)\), \(\ddot{\mathbf{x}}(t)\), and \(\mathbf{x}(t)\) are, respectively, the generalized accelerations, the generalized velocities, and the generalized displacements of the dynamical system having dimension \(n_2\), being \(n_2\) the degrees of freedom of the system. The vector \(\mathbf{F}(t)\) of dimension \(n_2\) is the generalized vector of the external forces acting on the system. Furthermore, the output vector of the considered mechanical system, identified as \(\mathbf{y}(t)\) with dimension \(m\), obeys the following mathematical formulation:

$$\mathbf{y}(t) = \mathbf{C}_a\dot{\mathbf{x}}(t) + \mathbf{C}_v\mathbf{x}(t)$$

(2)

where the constant matrices \(\mathbf{C}_a\), \(\mathbf{C}_v\), and \(\mathbf{C}_d\) having dimensions \(m \times n_2\) are the output influence matrices related to the generalized accelerations, velocities, and displacements, respectively.

From the linear matrix form of the system model, a state-space formulation can be easily obtained. To achieve this objective, the first step is the construction of the state vector of the mechanical system denoted with \(\mathbf{z}(t)\) with dimension \(n = 2n_2\), which is defined as follows:

$$\mathbf{z}(t) = \begin{bmatrix} \mathbf{x}(t) \\ \dot{\mathbf{x}}(t) \end{bmatrix}$$

(3)

Then, defining as \(\mathbf{u}(t)\) the input vector of the dynamical system having dimension \(r\), the state-space model in the continuous-time domain can be written as follows:

$$\begin{cases} \dot{\mathbf{z}}(t) = \mathbf{A}_c\mathbf{z}(t) + \mathbf{B}_c\mathbf{u}(t) \\ \mathbf{y}(t) = \mathbf{C}\mathbf{z}(t) + \mathbf{D}\mathbf{u}(t) \end{cases}$$

(4)

where \(\mathbf{A}_c\) and \(\mathbf{B}_c\) are, respectively, the continuous-time state matrix of dimensions \(n \times n\) and the continuous-time input influence matrix of dimensions \(n \times r\), whereas \(\mathbf{C}\) and \(\mathbf{D}\) are, respectively, the output influence matrix of dimensions \(m \times n\) and the direct transmission matrix of dimensions \(m \times r\). These matrices have the following structure:

$$\mathbf{A}_c = \begin{bmatrix} \mathbf{O} & \mathbf{I} \\ -\mathbf{M}^{-1}\mathbf{K} & -\mathbf{M}^{-1}\mathbf{R} \end{bmatrix}, \quad \mathbf{B}_c = \begin{bmatrix} \mathbf{O} \\ \mathbf{M}^{-1}\mathbf{B}_f \end{bmatrix}$$

(5)

$$\mathbf{C} = \begin{bmatrix} \mathbf{C}_d - \mathbf{C}_a\mathbf{M}^{-1}\mathbf{K} & \mathbf{C}_v - \mathbf{C}_a\mathbf{M}^{-1}\mathbf{R} \end{bmatrix}$$

(6)

$$\mathbf{D} = \mathbf{C}_d\mathbf{M}^{-1}\mathbf{B}_f$$

(7)

where \(\mathbf{O}\) is the null matrix, \(\mathbf{I}\) is the identity matrix, and \(\mathbf{B}_f\) is the influence matrix having dimensions \(n_2 \times r\) that defines the location and the type of the inputs as stated by the following equation:

$$\mathbf{F}(t) = \mathbf{B}_f\mathbf{u}(t)$$

(8)

As mentioned before, the state-space model described above is valid in the continuous-time domain. However, the related discrete-time model is obtained in general from the use of subspace state-space system identification procedures. Identifying the continuous-time model can be easily obtained as the result of a transformation of the identified discrete-time dynamical model. Thus, the discrete-time state-space model of a generic mechanical system can be written as follows:

$$\begin{cases} \mathbf{z}(k+1) = \mathbf{A}_d\mathbf{z}(k) + \mathbf{B}_d\mathbf{u}(k) \\ \mathbf{y}(k) = \mathbf{C}\mathbf{z}(k) + \mathbf{D}\mathbf{u}(k) \end{cases}$$

(9)

where \(k\) is the discrete time, \(\mathbf{z}(k)\) denotes the discrete-time state vector of dimension \(n\), \(\mathbf{u}(k)\) identifies the discrete-time input vector of dimension \(r\), \(\mathbf{y}(k)\) indicates the discrete-time output vector of dimension \(m\), \(\mathbf{A}_d\) is the state matrix of the discrete-time system of dimensions \(n \times n\), \(\mathbf{B}_d\) indicates the input influence matrix of the discrete-time system of dimensions \(n \times r\), \(\mathbf{C}\) identifies the output influence matrix of the dynamical system of dimensions \(m \times n\), and \(\mathbf{D}\) indicates the direct transmission matrix of the dynamical system of dimensions \(m \times r\). Note that, because of the manner they are defined, the matrices \(\mathbf{C}\) and \(\mathbf{D}\) are identical in both the continuous-time and discrete-time domains. Therefore, no transformation is needed, in this case, since the measurement equations form a set of algebraic equations.

B. Numerical Algorithms for Subspace State-Space System Identification

This subsection describes the main calculation phases of the numerical algorithms for subspace state-space system identification, shortened with the acronym N4SID. For this purpose, consider the representation of the discrete-time space-state model of a general linear mechanical system defined using the dynamic and measurement equations given by Equation (9). In these equations, as mentioned before, \(k\) stands for the discrete-time variable, while the matrices \(\mathbf{A}_d\) and \(\mathbf{B}_d\) are, respectively, the discrete-time state matrix
and the discrete-time input influence matrix. The first-order dynamic equations and the measurement equations forming the discrete-time state-space model given by Equation (9) can be formulated in a different matrix form as follows:

\[
\begin{align*}
Y_p &= \Gamma_i Z_p + H_i U_p \\
Y_f &= \Gamma_i Z_f + H_i U_f \\
Z_f &= A_i Z_f + \Delta_i U_p 
\end{align*}
\]  

(10)

where \(i\) and \(j\) are appropriate integer numbers, \(l\) represents the length of the data record sampled in the discrete-time domain, \(\Gamma_i\) (size \(mi \times n\)) is the system observability matrix, \(\Delta_i\) (size \(n \times ri\)) is the system controllability matrix, \(H_i\) (size \(mi \times ri\)) represents the triangular Toeplitz matrix associated with the discrete-time state-space model, while the matrices \(U_p\) (size \(i \times jr\)), \(U_f\) (size \(i \times jr\)), \(Y_p\) (size \(i \times jl\)), and \(Y_f\) (size \(i \times jl\)) are, respectively, the Hankel matrix of the past and future inputs, as well as the Hankel matrix of the past and future outputs. These discrete-time matrices can be easily constructed from the input and output data, respectively recorded in the vectors \(u(k)\) and \(y(k)\), as follows:

\[
U_p = \begin{bmatrix}
u(0) & u(1) & \cdots & u(j-1) \\
u(1) & u(2) & \cdots & u(j) \\
\vdots & \vdots & \ddots & \vdots \\
u(i-1) & u(i) & \cdots & u(i+j-2)
\end{bmatrix}
\]  

(11)

\[
U_f = \begin{bmatrix}
u(i) & u(i+1) & \cdots & u(i+j-1) \\
u(i+1) & u(i+2) & \cdots & u(i+j) \\
\vdots & \vdots & \ddots & \vdots \\
u(2i-1) & u(2i) & \cdots & u(2i+j-2)
\end{bmatrix}
\]  

(12)

\[
Y_p = \begin{bmatrix}
y(0) & y(1) & \cdots & y(j-1) \\
y(1) & y(2) & \cdots & y(j) \\
\vdots & \vdots & \ddots & \vdots \\
y(i-1) & y(i) & \cdots & y(i+j-2)
\end{bmatrix}
\]  

(13)

\[
Y_f = \begin{bmatrix}
y(i) & y(i+1) & \cdots & y(i+j-1) \\
y(i+1) & y(i+2) & \cdots & y(i+j) \\
\vdots & \vdots & \ddots & \vdots \\
y(2i-1) & y(2i) & \cdots & y(2i+j-2)
\end{bmatrix}
\]  

(14)

The parameters \(i\) and \(j\) have been chosen arbitrarily, bearing in mind that the higher they are, the more accurate the identification will be having more data available. The terms \(Z_p\) (size \(n \times j\)) and \(Z_f\) (size \(n \times j\)) respectively represent the sequences of past and future states, and are defined as follows:

\[
Z_p = \begin{bmatrix}z(0) & z(1) & \cdots & z(j-1)\end{bmatrix}
\]  

(15)

\[
Z_f = \begin{bmatrix}z(i) & z(i+1) & \cdots & z(i+j-1)\end{bmatrix}
\]  

(16)

As already mentioned above, the matrix denoted with \(\Gamma_i\) represents the observability matrix and is defined as:

\[
\Gamma_i = \begin{bmatrix}C \\
CA_i \\
CA_i^2 \\
\vdots \\
CA_i^{i-1}
\end{bmatrix}
\]  

(17)

The matrix denoted with \(\Delta_i\) represents the controllability matrix and is defined as:

\[
\Delta_i = \begin{bmatrix}A_i^{-1}B_d & A_i^{-2}B_d & \cdots & A_iB_d & B_d\end{bmatrix}
\]  

(18)

The matrix \(H_i\) represents the triangular Toeplitz matrix and is defined as follows:

\[
H_i = \begin{bmatrix}D & O & O & \cdots & O \\
CB_d & D & O & \cdots & O \\
CA_dB_d & CB_d & D & \cdots & O \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
CA_d^{-2}B_d & CA_d^{-3}B_d & CA_d^{-4}B_d & \cdots & D
\end{bmatrix}
\]  

(19)

By properly manipulating Equation (10), one can find that matrix \(Z_f\) can be written as a linear combination of the matrices \(U_p\) and \(Y_p\) as follows:

\[
Z_f = A_i Z_p + \Delta_i U_p
\]

\[
= A_i (\Gamma_i^+ Y_p - \Gamma_i^+ H_i U_p) + \Delta_i U_p
\]

\[
= (\Delta_i - A_i^T \Gamma_i^+ H_i) U_p + A_i^T \Gamma_i^+ Y_p
\]

\[
= L_p W_p
\]

where the plus superscript indicates the Moore-Penrose pseudo-inverse matrix, while the matrices \(L_p\) and \(W_p\) can be written as follows:

\[
L_p = \begin{bmatrix}\Delta_i - A_i^T \Gamma_i^+ H_i & A_i^T \Gamma_i^+\end{bmatrix}
\]  

\[
W_p = \begin{bmatrix}U_p \end{bmatrix}
\]  

(21)

By combining Equation (20) with Equation (10), one can write the future output vector as:

\[
Y_f = \Gamma_i Z_f + H_i U_f = \Gamma_i L_p W_p + H_i U_f
\]  

(22)

At this stage, define \(\Pi \chi\) as the projection matrix onto the set of future inputs as:

\[
\Pi \chi = I - U_f^T (U_f U_f^T)^{-1} U_f
\]  

(23)

By post-multiplying Equation (22) with the projection matrix onto the set of future inputs \(\Pi \chi\), one obtains:

\[
Y_f \Pi \chi = \Gamma_i L_p W_p \Pi \chi + H_i U_f \Pi \chi
\]  

(24)

which leads to:

\[
Y_f \Pi \chi W_p = \Gamma_i L_p W_p \Pi \chi W_p + H_i U_f W_p
\]

For simplicity, let \(\hat{W}_p\) be the following matrix:

\[
\hat{W}_p = (W_p \Pi \chi)^+ W_p
\]  

(26)

Post-multiplying both members of Equation (25) by \(\hat{W}_p\), yields:

\[
Y_f \Pi \chi \hat{W}_p = \Gamma_i L_p W_p \Pi \chi \hat{W}_p
\]  

(27)

where:

\[
\Gamma_i L_p W_p \Pi \chi \hat{W}_p = \Gamma_i L_p W_p \Pi \chi (W_p \Pi \chi)^+ W_p
\]

\[
= \Gamma_i L_p W_p \Pi \chi \hat{W}_p W_p
\]

\[
= \Gamma_i L_p W_p = O_i
\]

(28)
It follows that:
\[ O_i = Y_f \Pi \hat{U}_f \hat{W}_p = Y_f \Pi \hat{U}_f \left( W_p \Pi U_f \right)^+ W_p \]  \hspace{1cm} (29)
and
\[ O_i = \Gamma_i L_p W_p = \Gamma_i Z_f, \quad Z_f = L_p W_p \]  \hspace{1cm} (30)

In short:
\[ O_i = \Gamma_i Z_f \]  \hspace{1cm} (31)

From the previous algebraic manipulations, it is apparent that one can directly employ the input and output values of \( \bar{O} \) thus, one can partition the weighted matrix \( \Sigma \) where the rectangular matrix \( \bar{O} \) will be subsequently defined below, and perform a singular value decomposition of the obtained matrix \( \bar{O}_i \) as follows:
\[ \bar{O}_i = W_i O_i W_2 = U \Sigma V^T \]  \hspace{1cm} (32)

where the rectangular matrix \( \Sigma \) contains the singular values of the resulting weighted matrix \( \bar{O}_i \), that is, the columns of the matrices \( U \) and \( V \) form orthonormal vectors. Thus, one can partition the weighted matrix \( \bar{O}_i \) as follows:
\[ \bar{O}_i = \left[ \begin{array}{c} U_1 & U_2 \end{array} \right] \left[ \begin{array}{c} \Sigma_1 & O \\ O & O \end{array} \right] \left[ \begin{array}{c} V_1^T \\ V_2^T \end{array} \right] = U_1 \Sigma_1 V_1^T + U_2 \Sigma_2 V_2^T \]  \hspace{1cm} (33)

where \( U_1, U_2, V_1, \) and \( V_2 \) are submatrices of appropriate dimensions which respectively form the matrices \( U \) and \( V \) that appear in the singular value decomposition of the matrix \( \bar{O}_i \), while the submatrix \( \Sigma_1 \) is a square diagonal matrix defined as:
\[ \Sigma_1 = \text{diag}(\sigma_1, \sigma_2, \ldots, \sigma_n) \]  \hspace{1cm} (34)

where \( n \) is the number of the nonzero singular values denoted by \( \sigma_s, \ s = 1, 2, \ldots, n \). An in-depth analysis of the spectrum of singular values \( \sigma_s, \ s = 1, 2, \ldots, n \) of the matrix \( \Sigma_1 \) allows for the determination of the order of the identified space-state model, that is also equal to \( n \). On the other hand, the matrix \( O_i \) can be explicitly written as follows:
\[ O_i = W_i^{-1} U_1 \Sigma_1 V_1^T W_2^{-1} \]  \hspace{1cm} (35)

As the next step, considering Equation (31) in conjunction with Equation (35) leads to:
\[ O_i = W_i^{-1} U_1 \Sigma_1 V_1^T W_2^{-1} = \Gamma_i Z_f \]  \hspace{1cm} (36)

Introducing an appropriate non-singular square matrix denoted with \( T \) of dimensions \( \hat{n} \times \hat{n} \), Equation (36) can be separated into two parts as follows:
\[ \begin{bmatrix} \Gamma_i &= W_i^{-1} U_1 \Sigma_1^{1/2} T \\ Z_f &= T \Sigma_1^{1/2} V_1^T W_2^{-1} \end{bmatrix} \]  \hspace{1cm} (37)

Subsequently, for simplicity, one can consider the matrix \( T \) as an identity matrix through a similarity transformation. For the above one can, therefore, calculate the matrices \( \Gamma_i \) and \( Z_f \) as:
\[ \begin{bmatrix} Z_f &= \Sigma_1^{1/2} V_1^T W_2^{-1} \\ \Gamma_i &= W_i^{-1} U_1 \Sigma_1^{1/2} \end{bmatrix} \]  \hspace{1cm} (38)

One can now proceed to determine the identified discrete-time space-state matrices \( A_d, B_d, C, \) and \( D \). First, the identified matrix \( C \) can be determined directly by extracting the first \( m \) rows of the matrix \( \Gamma_i \) obtained from the previous algebraic manipulations. Then, the identified discrete-time state matrix \( A_d \) can be obtained as follows:
\[ \Gamma_i A_d = \Gamma_i \Rightarrow A_d = (\Gamma_i)^+ \Gamma_i \]  \hspace{1cm} (39)

where the matrix \( (\Gamma_i)^+ \) represents the Moore-Penrose pseudo-inverse of the matrix \( \Gamma_i \), \( \Gamma_i \) (size \( m(i-1) \times n \)) is the matrix \( \Gamma_i \) in which the last matrix block has been removed from, i.e. the last \( m \) lines, while \( \Gamma_i \) (size \( m(i-1) \times n \)) is the matrix \( \Gamma_i \) whose first matrix block has been removed, i.e. the first \( m \) lines. These matrices are given by:
\[ \Gamma_i = \begin{bmatrix} C \\ CA_d \\ CA_d^2 \\ \vdots \\ CA_d^{i-2} \end{bmatrix}, \quad \Gamma_i = \begin{bmatrix} CA_d \\ CA_d^2 \\ \vdots \\ CA_d^{i-1} \end{bmatrix} \]  \hspace{1cm} (40)

Now, to determine the identified \( B_d \) and \( D \) matrices, one can consider Equation (10) and multiply both the left and right sides respectively by \( U_f \) and \( \Gamma_i \) as follows:
\[ \Gamma_i^+ Y_f U_f^+ = \Gamma_i^+ Z_f U_f^+ + \Gamma_i^+ H_i U_f U_f^+ \]  \hspace{1cm} (41)

where the matrix \( U_f \) is the Moore-Penrose pseudo-inverse of the matrix \( U_f \), while the matrix \( \Gamma_i^+ \) is a full rank matrix that satisfies the following equation:
\[ \Gamma_i^+ \Gamma_i = \text{O} \]  \hspace{1cm} (42)

Having said that, one gets:
\[ \Gamma_i^+ Y_f U_f^+ = \Gamma_i^+ H_i \]  \hspace{1cm} (43)

For simplicity of notation, denote the matrix resulting at the left-hand side of Equation (43) with \( N \) (size \( (i-\hat{n}) \times \hat{n} \)) and denote the matrix \( \Gamma_i^+ \) with \( P \) (size \( (i-\hat{n}) \times \hat{n} \)). That is:
\[ N = \Gamma_i^+ Y_f U_f^+, \quad P = \Gamma_i^+ \]  \hspace{1cm} (44)

Using this simplified notation, Equation (43) can then be rewritten as:
\[ N = PH_i \]  \hspace{1cm} (45)

This matrix equation can be expanded as follows:
\[ \begin{bmatrix} N_1 \\ N_2 \\ \vdots \\ N_i \end{bmatrix} = \begin{bmatrix} P_1 & P_2 & \cdots & P_i \end{bmatrix} \begin{bmatrix} I & O \\ O & \Gamma_i \end{bmatrix} \]  \hspace{1cm} (46)

The previous matrix equation leads to:
\[ \begin{bmatrix} N_1 \\ N_2 \\ \vdots \\ N_i \end{bmatrix} = \begin{bmatrix} P_1 & P_2 & \cdots & P_i \end{bmatrix} \begin{bmatrix} I & O \\ O & \Gamma_i \end{bmatrix} \begin{bmatrix} \Omega \end{bmatrix} \]  \hspace{1cm} (47)

where:
\[ \Omega = \begin{bmatrix} D \\ B_d \end{bmatrix} \]  \hspace{1cm} (48)

It follows that:
\[ \Omega = \begin{bmatrix} I & O \\ O & \Gamma_i \end{bmatrix}^+ \begin{bmatrix} P_1 & P_2 & \cdots & P_i \end{bmatrix}^+ \begin{bmatrix} N_1 \\ N_2 \\ \vdots \\ N_i \end{bmatrix} \]  \hspace{1cm} (49)

Once the matrix \( \Omega \) containing both the matrices \( D \) and \( B_d \) is identified, the first \( m \) rows of this matrix correspond
to $D$ and the last $n$ rows correspond to $B_d$.

A focal point of the identification process with the N4SID method is the choice of weighting matrices, $W_1$ and $W_2$, that act as a data filter. By selecting the data useful for the identification, these matrices play a central role, thereby generating a significant variation of the singular value decomposition. As the weighting matrices vary, the identification outcome can vary significantly. For this purpose, there is no method that is clearly better than the others. Still, depending on the case, the choice of weighting matrices allows for better or worse identification of the consequent numerical results. In general, there are various types of weighting matrices, and two of these are typically implemented in computer programs. These are referred to as the MOESP (Multivariable Output-Error State sPace) method and the CVA (Canonical Variate Analysis) method.

In the case of the MOESP method, the weighting matrices are given by:

$$\text{MOESP} : \begin{cases} W_1 = I \\ W_2 = \Pi_{U_f} \end{cases} \quad (50)$$

As mentioned before, MOESP is the acronym for “Multivariable Output-Error State sPace”, a methodology implemented by Verhaegen with the LQ decomposition method [7]. For the purposes of determining the order of the identified system $\hat{n}$, only the projections of the row space of the matrix $O_i$ on the orthogonal complement of the row space of the matrix $U_f$ are considered.

In the case of the CVA method, the weighting matrices are given by:

$$\text{CVA} : \begin{cases} W_1 = \left( E \left[ \left( Y_f \Pi_{U_f} \right) \left( Y_f \Pi_{U_f} \right)^T \right] \right)^{-1/2} \\ W_2 = \Pi_{U_f} \end{cases} \quad (51)$$

where $E[x]$ represents the expected value of the variable $x$. The CVA implemented by Larimore [7], an acronym for “Canonical Variate Analysis”, considers the canonical correlations between the matrix of the past $W_p$ in relation to the future inputs $U_f$, and the future outputs $Y_f$ in relation to future inputs $U_f$.

### III. Numerical Results and Discussion

In this section, the analyzed system and the numerical results of the dynamical simulations are presented. To this end, first, the description of the case study is provided. Then, the numerical results arising from the dynamical analysis and the state-space model identification are reported. Finally, an overall discussion on the numerical results found is given.

#### A. Case Study Description

The system chosen for carrying out the numerical analysis is the hatch door of an ATR 42/72 cargo shown in Figure 1.

Thus, the hatch door represents the principal mechanical system considered as the case study. Three main subsystems form the hatch door as a whole: the locking system, the latching system, and the lifting system. In particular, this work focuses on the latching mechanism that allows for disengaging the latches to open the door. As specified in the circular CS25.783 of the Federal Aviation Administration (FAA), the latching mechanism has an important role in assuring a safe closing and opening of the door, thereby preventing unexpected behavior. Therefore, it must be carefully analyzed in the engineering design. A simplified CAD model of the latching mechanism is shown in Figure 2.

![Fig. 1. ATR 42/72 cargo hatch door.](image1)

![Fig. 2. Latching mechanism CAD model.](image2)
Because of the complexity of the latching mechanism, the block model typical of SIMSCAPE is not reported herein. To properly simulate the dynamical behavior of the latching mechanism, it is necessary to make some hypotheses on the limitations to the motion of the diverse components of the system, particularly regarding the handle and the latches. Besides, the contact or the interference between the mechanical parts of the door is not included in the multibody model studied here since it is not involved in the dynamic analysis. To this end, it is necessary to define a limit range to the rotation of the handle and the latches to reproduce their physical limits. To limit the motion of these components, the function called Limits of the revolute joint available in SIMSCAPE was used. By doing so, a penalty function to impose upper and lower limits on the rotation of the handle of the latches was set. This is necessary to obtain reasonable results from the dynamical simulations and avoid configurations that cannot be reached by the real physical prototype.

B. Numerical Experiments

The latching mechanism is the articulated mechanical system analyzed in this work, as mentioned before. In this mechanism, the three latches can be latched and unlatched through a system of connecting elements maneuvered with a specific handle. In particular, the latching system has one degree of freedom. Namely, the rotation of the handle, which transmits the motion through a set of rods and shafts to the three latches, can be seen as the system degree of freedom represented in Figures 2 and 3.

To study the dynamic behavior of the latching mechanism, an appropriate torque is applied to the handle that controls the motion of the complete system. In particular, two diverse cases are analyzed for performing numerical experiments, in which two different types of time laws for the control torques are applied to the revolute joint that enables the handle to rotate. Moreover, all the dynamical simulations are performed in the presence of a gravitational acceleration \( g \) equal to 9.81 \((m/s^2)\). The time span considered for the numerical simulations is denoted with \( T_s \) and is equal to 30 \((s)\), while the time step is indicated as \( \Delta t \) and is equal to \( 10^{-3} \, (s) \). In the first case, the applied torque is given by an impulse, that is, a high constant value of the torque is applied for a short amount of time to the handle of the mechanism. In the second case, the torque law is represented as a sine sweep function, which is largely used in engineering applications for experimental testing and operational modal analysis [76]–[79]. In Figure 4, the two input signals used as torque laws are showed, namely, the impulse function is represented in Figure 4(a) and the sine sweep function is represented in Figure 4(b).

![Fig. 3. Latching mechanism MBD model.](image1)

![Fig. 4. Time laws of the torque inputs imposed on the latching mechanism.](image2)
measurements of a given dynamical simulation, a linear state-space model can be obtained using this computational approach for realizing the applied system identification. By using the data reported in Figures 4 and 5, respectively, as input and output data for the N4SID algorithm, it is possible to obtain the identification of two different state-space dynamical models. For simplicity, to clearly distinguish the numerical results found from the use of the system identification numerical procedure, the quantities related to the impulse input signal are referred to as the case 1. These quantities are accordingly identified by the subscript 1. On the other hand, the quantities related to the sine sweep input signal are referred to as the case 2. These quantities are accordingly identified by the subscript 2. The state-space matrices of the discrete dynamical model identified in the first case, namely for the impulse input and the corresponding output respectively shown in Figures 4(a) and 5(a), are the following:

$$A_{d,1} = \begin{bmatrix} 1 & -0.0001 \\ 0.0002 & 0.9996 \end{bmatrix}$$

$$B_{d,1} = \begin{bmatrix} 0.1082 \cdot 10^{-3} \\ 0.1224 \cdot 10^{-3} \end{bmatrix}$$

$$C_1 = \begin{bmatrix} -60.4670 \\ -170.9435 \end{bmatrix}$$

$$D_1 = 0.6$$

The state-space matrices of the discrete dynamical model identified in the second case, namely for the sine sweep input and the corresponding output respectively shown in Figures 4(b) and 5(b), are the following:

$$A_{d,2} = \begin{bmatrix} 1 & -0.0002 \\ 0.0070 & 0.9963 \end{bmatrix}$$

$$B_{d,2} = \begin{bmatrix} -0.0567 \cdot 10^{-3} \\ -0.2621 \cdot 10^{-3} \end{bmatrix}$$

$$C_2 = \begin{bmatrix} 703.5202 \\ -41.6898 \end{bmatrix}$$

$$D_2 = 0.0078$$

Starting from the two discrete-time models, the continuous-time models can be found. In particular, the identified continuous-time state matrices and the identified continuous-time input influence matrices for the two cases can be defined by properly transforming their discrete-time formulation. For the first case, the continuous-time state matrix and the continuous-time input influence matrix, respectively denoted with $A_{c,1}$ and $B_{c,1}$, are the following:

$$A_{c,1} = \begin{bmatrix} 0.0129 & -0.0948 \\ 0.1692 & -0.3997 \end{bmatrix}$$

$$B_{c,1} = \begin{bmatrix} 0.1082 \\ 0.1244 \end{bmatrix}$$

For the second case, the continuous-time state matrix and the continuous-time input influence matrix, respectively denoted with $A_{c,2}$ and $B_{c,2}$, are the following:

$$A_{c,2} = \begin{bmatrix} 0.445 & -0.1546 \\ 6.9941 & -3.7146 \end{bmatrix}$$

$$B_{c,2} = \begin{bmatrix} -0.0568 \\ -0.2624 \end{bmatrix}$$

It is noteworthy mentioning that some useful information can be gained from the discrete-time and continuous-time state-space models identified in the two test cases considered in this investigation. In particular, in the two test cases, one can readily compute the two eigenvalues of the discrete-time state matrix, respectively denoted with $\lambda_{I,d}$ and $\lambda_{II,d}$, the two eigenvalues of the continuous-time state matrix, respectively denoted with $\lambda_{I,c}$ and $\lambda_{II,c}$, and the two time constants related to the continuous-time state-space models, respectively indicated as $\tau_{I,c}$ and $\tau_{II,c}$. In Table I, these significant numerical results arising from the eigenvalue analysis of the identified state-space models obtained in the two cases considered in this paper are synthetically reported.
To understand how close to the original multibody model are the dynamical behaviors of the identified linear dynamical models, the outputs of the multibody numerical simulations and the outputs of the identified linear models can be compared in the two different cases, namely the impulse function and the sine sweep function employed as input torques. To this end, the comparison of the identified linear dynamical models with the original nonlinear multibody model is represented in Figure 6.

![Graph](image)

(a) Case 1: comparison between the latch angular displacements when the input torque is an impulse function.

![Graph](image)

(b) Case 2: comparison between the latch angular displacements when the input torque is a sine sweep function.

Fig. 6. Comparison between the simulated original latch angular displacement and the latch angular displacement calculated with the identified state-space model in the two different cases. The solid lines represent the latch angular displacements calculated using the original multibody model. The dotted lines represent the latch angular displacements calculated using the identified state-space model.

In Figure 6(a), the nonlinear simulation of the multibody model and the linear simulation of the identified model are compared on the same graph in the case of the impulse function. Similarly, in Figure 6(b), the same comparison is made for the case of the sine sweep function. Since the numerical results represented in Figure 6 show a good agreement between the identified and the original models, the effectiveness of using the identification method considered in this paper for obtaining a simple linear state-space approximation of a complex nonlinear multibody model is demonstrated.

To illustrate the practical application of the two state-space models identified in the two test cases considered herein, consider the discrete-time infinite-horizon optimal control problem. The solution to this problem originates from the computation of the unique stabilizing solution of the discrete-time algebraic Riccati equation. It allows for determining an optimal feedback matrix that stabilizes the corresponding closed-loop dynamical system. To demonstrate this fact through numerical experiments, consider the identified discrete-time state-space model found in the first test case, and assume the following weight matrices:

\[ Q_{d,1} = \begin{bmatrix} 10^5 & 0 \\ 0 & 10^3 \end{bmatrix}, \quad R_{d,1} = 1 \]

where \( Q_{d,1} \) is the weight matrix for the state vector and \( R_{d,1} \) is the weight matrix for the vector of control inputs, both referred to the first test case. In the first test case, the solution of the discrete-time infinite-horizon optimal control problem is given by the following matrices:

\[
S_{d,1} = \begin{bmatrix}
1.3547 \cdot 10^6 & -0.9967 \cdot 10^6 \\
-0.9967 \cdot 10^6 & 1.0385 \cdot 10^6
\end{bmatrix}
\]

\[
F_{d,1} = \begin{bmatrix}
24.4610 \\
19.1531
\end{bmatrix}
\]

where \( S_{d,1} \) is the stabilizing solution of the discrete-time algebraic Riccati equation and \( F_{d,1} \) is the corresponding optimal feedback gain matrix, both referred to the first test case. It follows that, in the first test case in which the impulse function was used as the input law to perform the identification process, the closed-loop state matrix becomes:

\[
\tilde{A}_{d,1} = A_{d,1} - B_{d,1} F_{d,1} = \begin{bmatrix}
0.9973 & -0.0022 \\
-0.0028 & 0.9972
\end{bmatrix}
\]

where \( \tilde{A}_{d,1} \) denotes the closed-loop state matrix obtained from the first test. Similarly, consider the identified discrete-time state-space model found in the second test case, and assume the following weight matrices:

\[ Q_{d,2} = \begin{bmatrix} 10^3 & 0 \\ 0 & 10^3 \end{bmatrix}, \quad R_{d,2} = 1 \]

where \( Q_{d,2} \) is the weight matrix for the state vector and \( R_{d,2} \) is the weight matrix for the vector of control inputs, both referred to the second test case. In the second test case, the solution of the discrete-time infinite-horizon optimal control problem is given by the following matrices:

\[
S_{d,2} = \begin{bmatrix}
5.6612 \cdot 10^5 & -0.2106 \cdot 10^5 \\
-0.2106 \cdot 10^5 & 0.8182 \cdot 10^5
\end{bmatrix}
\]

\[
F_{d,2} = \begin{bmatrix}
-26.5404 \\
-20.0337
\end{bmatrix}
\]

where \( S_{d,2} \) is the stabilizing solution of the discrete-time algebraic Riccati equation and \( F_{d,2} \) is the corresponding optimal feedback gain matrix, both referred to the second test case. It follows that, in the second test case in which the sine sweep function was used as the input law to perform the
identification process, the closed-loop state matrix becomes:

\[
\bar{A}_{d,2} = A_{d,2} - B_{d,2}F_{d,2} = \begin{bmatrix}
0.9985 & -0.0013 \\
0.0001 & 0.9910 
\end{bmatrix}
\]

(61)

where \(\bar{A}_{d,2}\) denotes the closed-loop state matrix obtained from the second test.

Finally, to prove the consistency of the two closed-loop models obtained from the identification process carried out for the two test cases and subsequently associated with two different discrete-time optimal controllers, consider the following numerical experiment. Basically, the same external input law for the control torque is applied to both the two open-loop and closed-loop state-space models, and the resulting time responses are compared. The sinusoidal time law of the input torque used for performing this final test is represented in Figure 7.

The time responses obtained from the open-loop models based on the identified state-space systems are represented in Figure 8, namely, in Figure 8(a), the system open-loop response to the sinusoidal input torque obtained from the first test case is shown, while, in Figure 8(b), the system open-loop response to the sinusoidal input torque obtained from the second test case is shown.

The time responses obtained from the closed-loop models based on the identified state-space systems are represented in Figure 9, namely, in Figure 9(a), the system closed-loop response to the sinusoidal input torque obtained from the first test case is shown, while, in Figure 9(b), the system closed-loop response to the sinusoidal input torque obtained from the second test case is shown.

By observing Figures 8 and 9, it is apparent that the two different time responses associated with the closed-loop systems, obtained in the two test cases and by introducing the discrete-time optimal controller, are very similar, thereby demonstrating the usefulness of the identification process for the design of feedback control laws.

**C. Final Remarks**

The numerical results obtained in this section show the effectiveness of using the N4SID method as an algorithm to identify a linear state-space dynamical model of a complex mechanical system such as the latching mechanism considered in this work. In particular, all the numerical results presented herein are obtained through the use of the CVA variant of the family of the N4SID computational procedures. This was done based on input and output data obtained from the analysis of a multibody model instead of using a real prototype of the physical system of interest. Although the original system is clearly nonlinear, the algorithm allows for finding an acceptable linear approximation that describes well the behavior of the latching mechanism. The identified system is simpler and faster to use so that it could be further improved and used for control purposes.

The numerical results represented in Figure 6 shows how the identified system describes well the original system as the nonlinearity of the system starts to be negligible, and the same set of input excitation is used. In effect, this behavior can be seen in the first case of Figure 6(a), but it is definitely more clear in the case of the sine sweep excitation. In fact, in Figure 6(b), as the amplitude of the input torque decreases, and, consequently, the latch angular displacement reduces, the difference between the original nonlinear model and the identified linear model diminishes as well.
Finally, it is important to underline that the identified model is a simple black-box model based only on an input-output relationship. Therefore, for the purposes of the present work, there is no need to describe or to make any consideration about the physics of the problem. As shown in Figures 9 and 8, this is also demonstrated in this paper by considering the numerical experiments in which two different feedback controllers are designed using the two identified discrete-time state-space models. Since in both cases one obtains almost identical time responses, as shown in Figures 8(a), 8(b), 9(a), and 9(b), the identified models can be used with high confidence in the design process of feedback controllers.

IV. SUMMARY, CONCLUSIONS, AND FUTURE WORK

The research issues of prominent interest for the authors are system identification [80], [81], nonlinear control [82], [83], and multibody dynamics [84], [85]. The academic efforts of the authors, therefore, investigate the connections between these three apparently separated fields of research. This paper particularly focuses on applying computational system identification techniques for obtaining simplified dynamical models of complex mechanical systems of engineering relevance, such as the latching system of an aircraft cargo hatch door. This work aims to show the possibility of identifying a simplified linear dynamical model of a complex mechanical system starting from its multibody model that is obtained through the integration of CAD and CAE systems to emulate the real physical behavior of the system of interest through numerical experiments performed using its virtual prototype. For this purpose, in the paper, the first step consisted of simplifying the CAD model of the latching system extracted from the ATR 42/72 cargo hatch door to develop a multibody model of the same mechanical system in the SIMSCAPE multi-domain environment of MATLAB. Subsequently, extensive numerical experiments were performed through computer simulations of the original nonlinear multibody model to capture some key features of the relevant dynamical behavior of the system.

Since the latching mechanism considered in this paper is a complex multibody system featuring one degree of freedom, the campaign of numerical experiments was done to obtain the system response in two scenarios, namely when the torque applied to the handle of the mechanism follows an impulse function and when the time law of the external torque is a sine sweep function, typically employed in operational modal analysis. Once the system response is acquired for the two cases mentioned before, a proper couple of input-output data set is established for the computer implementation of the Numerical Algorithms for Subspace State-Space System Identification (N4SID). Using this identification procedure, discrete-time and continuous-time state-space dynamical models are constructed for the two test cases to define a simple mathematical model of the complex mechanism of interest that is based on virtual experiments instead of real testing. In the two test cases, this process yields the identification of the system state matrix, the input influence matrix, the output influence matrix, and the direct transmission matrix. In particular, insight information can be found by performing an eigenvalue analysis of the identified state-space models so determined. The numerical results found as the outcome of the present identification process, therefore, allows for obtaining a simple linear approximation of the original nonlinear multibody model that, aside from being able to map the same input-output relationship of the original system, can be used for several engineering applications, such as those that require a quick prediction to estimate the system response, most of all, in control engineering systems.

Several interesting lines of research can be followed in future investigations. First, the use of other state-space identification algorithms based on time-domain data can be explored to understand if the outcome of the identification procedure in the case of nonlinear systems can still lead to useful numerical results representing a simplified linear approximation of the dynamical process to be captured. This strategy leverages the point that very often, in engineering practice, a nonlinear system must be analyzed and controlled only in a limited set of configurations or dynamical behaviors, thereby allowing for the use of simplified linear approximations. Furthermore, as mentioned in the paper, the principal goal behind the quest for a simplified model of a given mechanical system is the necessity to develop an effective control system capable of quickly adapting its
feedback behavior to the dynamics of the original systems to be controlled. This need is quite general and common for many mechanical systems such as robots, vehicles, machines, mechanisms, and structures. Another important point to be addressed in future works is the development and the practical use of an additional identification method capable of extracting the physical parameters of a mechanical system, like the system mass, stiffness, and damping matrices, from its identified state-space dynamical model. These issues will be addressed in future investigations.
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