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#### Abstract

Dimensional Analysis is a simple and qualitative technique used to predict physical parameters. It is important to find out dimensionless terms from a set of variables that are used in an equation describing a natural phenomenon. Two methods are used to determine the dimensionless terms, also called the Pi terms. They are known as the method of repeating variables and the Rayleigh method (also known as the row reduced echelon form method). The method of repeating variables, which is commonly used to determine the Pi terms, uses the Buckingham Pi Theorem. The Rayleigh method was introduced by Lord Rayleigh to develop a theory of sound. The computational algorithms for both methods are developed and comparative analysis between the two methods is also discussed. The complexity analysis of both algorithms shows which algorithm performs faster for a particular number of variables and reference dimensions. These methods have also been tested on several problems. The analysis of these problems describes the stability of these algorithms along with their limitations. It is found that the method of repeating variables can lead to an error if the number of reference dimensions differs from the number of basic dimensions, unlike the Rayleigh method. However, the method of repeating variables can be faster than the Rayleigh method in some cases.
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## I. Introduction

MANY practical real-world engineering problems cannot be solved analytically as there are no equations developed for these problems to find their solutions. However, experimentally obtained data can be collected to understand the nature of these problems. The concept of dimensional analysis provides a step-by-step method to find the solutions to problems for which analytical solutions are infeasible. The main assumption of dimensional analysis is that any equation representing a universal law has to be independent of the unit system. This rule frequently makes it possible to develop the form of the equation. If a certain

[^0]physical phenomenon is governed by an equation where all/some variables are dimensional, then the above phenomena can be represented as another equation where all the variables are dimensionless. The characteristics of the two equations can be obtained from experiments. The advantage of using dimensional analysis is that the number of dimensionless quantities is smaller than that of the actual equation [10].

The complexity of the model depends on the number of variables and material parameters. With the growing number of parameters, it is difficult to establish the dependencies among them. Dimensional analysis can help to select appropriate groups of parameters known as the $\pi$ terms [14]. The dimensionless products are referred to as "pi terms". Edgar Buckingham used the symbol $\Pi$ to represent a dimensionless product which is commonly used [2].

There are several methods for the determination of Pi terms. This paper only focuses on the method of repeating variables and the Rayleigh method to determine the Pi terms by Matlab or any other programming language. The main objective of this paper is to develop algorithms for these two methods. This paper also deals with the complexity of these algorithms. It discusses the limitations of using these algorithms, depending on the number of variables and reference dimensions for any given problem that is being solved. Subsequently, some problems are solved to show the applicability of the algorithms.

## II. Dimensional Analysis

Dimensional Analysis makes use of the principle that all terms of a physical equation must have the same dimension [1]. It is used to understand the behavior of a physical system without the need for complex mathematics. If a certain physical phenomenon is governed by the equation $f\left(x_{1}, x_{2}, \ldots, x_{n}\right)=0$ where all/ some variables are dimensional, then the above phenomenon can be represented as $\psi\left(\Pi_{1}, \Pi_{2}, \ldots, \Pi_{k}\right)=0$ where all/some variables are dimensional and $0<k<n[8,13]$. The nature of the two functions is obtained from experiments. The total number of Pi terms is known in advance by the Buckingham Pi theorem which states that,
"If an equation involving $n$ variables is dimensionally homogeneous, it can be reduced to a relationship among $n-r$ independent dimensionless products, where $r$ is the minimum number of reference dimensions required to describe the variables." $[5,7,9,12,16,17,18,21]$

If an equation truly expresses a proper relationship between variables in a physical process, it will be dimensionally homogeneous. That is, each of its additive terms will have the same dimensions $[4,6]$.

## A. The method of repeating variables

The method of repeating variables is a powerful tool to find the dimensionless Pi terms. If a problem contains $n$ number of variables whose reference dimension can be represented by $m$ number of variables, then a table is created such that,

TABLE I
DIMENSIONS OF THE VARIABLES

| Dimensions <br> Variables | M | L | $\ldots$ | T |
| :---: | :---: | :---: | :---: | :---: |
| $v_{1}$ | $a_{11}$ | $a_{12}$ | $\ldots$ | $a_{1 m}$ |
| $v_{2}$ | $a_{21}$ | $a_{22}$ | $\ldots$ | $a_{2 m}$ |
| ... | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |
| $v_{n}$ | $a_{n 1}$ | $a_{n 2}$ | $\ldots$ | $a_{n m}$ |

For simplicity, the dimensions are assumed to be M , L, and T. From this table, a $n \times m$ dimension matrix, A is created such that,

$$
A=\left(\begin{array}{cccc}
a_{11} & a_{12} & \ldots & a_{1 m} \\
a_{21} & a_{22} & \ldots & a_{2 m} \\
\ldots & \ldots & \ldots & \ldots \\
a_{n 1} & a_{n 2} & \ldots & a_{n m}
\end{array}\right)
$$

The total number of Pi terms is determined by the Buckingham Pi theorem, $k=n-m$ [20]. For the method of repeating variables, $m$ variables have to be selected from the total $n$ variables. The dimensions of these variables are stored in a $m \times m$ matrix B , such that,

$$
B=\left(\begin{array}{cccc}
b_{11} & b_{12} & \ldots & b_{1 m} \\
b_{21} & b_{22} & \ldots & b_{2 m} \\
\ldots & \ldots & \ldots & \ldots \\
b_{m 1} & b_{m 2} & \ldots & b_{m m}
\end{array}\right)
$$

Since $B$ is a square matrix. For a valid result, the determinant of the B matrix has to be non-zero. Otherwise, this method fails to find any solution. From the dimensions
of each of the $n-m$ non-repeating variables, the Pi terms are calculated. The dimension of the first non-repeating variable is stored in a $m \times 1$ matrix, C .

Since each of the Pi terms is dimensionless, their equation must also be dimensionless. So,

$$
\begin{aligned}
& \Pi_{1}=v_{n r 1}\left(v_{r 1}\right)^{x_{11}}\left(v_{r 2}\right)^{x_{12}} \ldots\left(v_{r m}\right)^{x_{1 m}} \\
& \Leftrightarrow M^{0} L^{0} \ldots T^{0}=\left(M^{c_{11}} L^{c_{12}} \ldots T^{c_{1 m}}\right) \\
& \left(M^{b_{11}} L^{b_{12}} \ldots T^{b_{1 m}}\right)^{x_{11}} \\
& \left(M^{b_{21}} L^{b_{22}} \ldots T^{b_{2 m}}\right)^{x_{12}} \ldots \\
& \left(M^{b_{m 1}} L^{b_{m 2}} \ldots T^{b_{m m}}\right)^{x_{1 m}} \\
& \Leftrightarrow M^{0} L^{0} \ldots T^{0}= \\
& M^{c_{11}+b_{11} x_{11}+b_{21} x_{12}+\ldots+b_{m 1} x_{1 m}} \\
& L^{c_{12}+b_{12} x_{11}+b_{22} x_{12}+\ldots+b_{m 2} x_{1 m}} \ldots \\
& T^{c_{1 m}+b_{1 m} x_{11}+b_{2 m} x_{12}+\ldots+b_{m m} x_{1 m}}
\end{aligned}
$$

Equating the coefficient on both sides,

$$
\Leftrightarrow\left(\begin{array}{cccc}
b_{11} & b_{21} & \ldots & b_{m 1} \\
b_{12} & b_{22} & \ldots & b_{m 2} \\
\ldots & \ldots & \ldots & \ldots \\
b_{1 m} & b_{2 m} & \ldots & b_{m m}
\end{array}\right)\left(\begin{array}{c}
x_{11} \\
x_{12} \\
\ldots \\
x_{1 m}
\end{array}\right)=\left(\begin{array}{c}
-c_{11} \\
-c_{12} \\
\ldots \\
-c_{1 m}
\end{array}\right)
$$

$$
\begin{equation*}
\Leftrightarrow B^{T} X=-C^{T} \tag{1}
\end{equation*}
$$

After solving for X , the first Pi term is found. It indicates

$$
\begin{aligned}
& \Leftrightarrow\left(\begin{array}{l}
c_{11}+b_{11} x_{11}+b_{21} x_{12}+\ldots+b_{m 1} x_{1 m}=0 \\
c_{12}+b_{12} x_{11}+b_{22} x_{12}+\ldots+b_{m 2} x_{1 m}=0 \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots
\end{array}\right)
\end{aligned}
$$

the power of each of the repeating variables. The power of the non-repeating variable is always 1 . Repeating the same process for all the other non-repeating variables, all the other Pi terms are found.

## B. The Rayleigh Method

The Rayleigh method (also known as the row reduced echelon form method) is a basic dimensional analysis method and can be simplified to yield dimensionless groups controlling the phenomenon. It was invented by Lord Rayleigh and introduced in 1871. In 1915 [11] he discussed the principle of the method for the first time.
The Rayleigh method is established on the relation $v_{1}=K v_{2}^{x_{1}} v_{3}^{x_{2}} \ldots v_{n}^{x_{n-1}}[15]$. Then each of the variables is represented in terms of their basic dimensions. So,

$$
\begin{aligned}
& \Leftrightarrow M^{a_{11}} L^{a_{12}} \ldots T^{a_{1 m}}= \\
& K\left(M^{a_{21}} L^{a_{22}} \ldots T^{a_{2 m}}\right)^{x_{1}} \\
& \left(M^{a_{31}} L^{a_{32}} \ldots T^{a_{3 n}}\right)^{x_{2}} \ldots \\
& \left(M^{a_{n 1}} L^{a_{n 2}} \ldots T^{a_{n n}}\right)^{x_{n-1}} \\
& \Leftrightarrow M^{a_{11}} L^{a_{12}} \ldots T^{a_{1 m}}= \\
& K\left(M^{a_{21} x_{1}+a_{3} x_{2}+\ldots+a_{n 1} x_{n-1}}\right) \\
& \left(L^{a_{2 x_{1}+}+a_{32} x_{2}+\ldots a_{n 2} x_{n-1}}\right) \ldots \\
& \left(T^{a_{2 m} x_{1}+a_{3 n} x_{2}+\ldots+a_{m n}+x_{n-1}}\right)
\end{aligned}
$$

Now equating coefficients on both sides,
$\Leftrightarrow\left(\begin{array}{l}a_{21} x_{1}+a_{31} x_{2}+\ldots+a_{n 1} x_{n-1}=a_{11} \\ a_{22} x_{1}+a_{32} x_{2}+\ldots+a_{n 2} x_{n-1}=a_{12} \\ \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\ a_{2 m} x_{1}+a_{3 m} x_{2}+\ldots+a_{n m} x_{n-1}=a_{1 m}\end{array}\right)$
$\Leftrightarrow\left(\begin{array}{cccc}a_{21} & a_{31} & \ldots & a_{11} \\ a_{22} & a_{32} & \ldots & a_{12} \\ \ldots & \ldots & \ldots & \ldots \\ a_{2 m} & a_{3 m} & \ldots & a_{1 m}\end{array}\right)=A$
Now, expressing this system of equations in terms of reduced row-echelon form a unique solution is found. There
are some pivot elements and some free variables. If a matrix is in row-echelon form, then the first nonzero entry of each row is called a pivot, and the columns in which pivots appear are called pivot columns. Let, the number of pivot elements is $m$. Then the system can be expressed as,
$\left(\begin{array}{c}x_{1} \\ x_{2} \\ \ldots \\ x_{m}\end{array}\right)=x_{m+1}\left(\begin{array}{c}r_{(m+1) 1} \\ r_{(m+1) 2} \\ \ldots \\ r_{(m+1) m}\end{array}\right)+\ldots+x_{n-1}\left(\begin{array}{c}r_{(n-1) 1} \\ r_{(n-1) 2} \\ \ldots \\ r_{(n-1) m}\end{array}\right)+\left(\begin{array}{c}r_{n 1} \\ r_{n 2} \\ \ldots \\ r_{n m}\end{array}\right)$
Here, each vector represents the power of the pivot variables which acts like the repeating variables. Each of the free variables acts like the non-repeating variables and their power is always 1 . The last vector represents the solution of the first variable $v_{1}$.

## III. Problem Identification

Many real-life problems, which cannot be solved analytically have to rely on the results of experimentally obtained data. To perform experiments for each of the variables can be very costly, depending on the number of variables included in the problem. Pi terms reduce the number of experiments needed, by using the Buckingham Pi theorem. The method of repeating variables and the Rayleigh method, both can be used to determine the pi terms. This paper develops algorithms for these two methods. Moreover, there is no comparative study done to find the effectiveness of these algorithms.

A comparative study is necessary to understand the complexity of these two algorithms. Any algorithm can perform very well or poorly, depending on the total number of variables and the total number of reference dimensions.

This paper, first of all, develops step-by-step algorithms of the two methods. Then a comparative analysis is shown between the two algorithms that discuss their complexity analysis and the effectiveness of using the algorithms in different problem sets involving varying numbers of variables and reference dimensions.

The Rayleigh method (also known as the row reduced echelon form method) is used to find the Pi terms of a given problem [19]. But there are cases when the method of repeating variables is more effective in finding the Pi terms. Though there are some limitations to the method of repeating variables. When the number of reference dimensions differs from the number of basic dimensions (Total number of reference dimensions needed to express each of the variables in their respective dimensions), the method of repeating variables leads to an error [3].

## IV. Time Complexity Analysis

## A. The method of repeating variables:

In this method, firstly, a loop is executed that is equal to the number of variables n . It has a complexity of $O(n)$. Then, to find the determinant of a $m \times m$ matrix,
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Fig 1. The complexity analysis for the both methods when the reference dimension is $m=2, m=3, m=4$ and $m=5$.
$O\left(m^{3}\right)$ operations are executed. To find the output, a loop for $n$ values is executed. For each value in that loop, a linear solver is executed that has a complexity of $O\left(m^{3}\right)$, which results in a total complexity of $O\left(n m^{3}\right)$. So, the total complexity for the algorithm is $n+m^{3}+n m^{3}$, which can be denoted by $O\left(n m^{3}\right)$.

## B. The Rayleigh method:

To initialize the matrix, a loop is executed which has complexity $n$. To convert the B matrix into a row reduced echelon form $O\left(n^{3}\right)$ operations are executed. To find the output, a loop for $n$ values is executed. For each value in that loop, another loop is executed that has a value less than or equal to $m$, which results in a complexity of $O(\mathrm{~nm})$. So, the total complexity for the algorithm is $n+n^{3}+n m$,
which can be denoted by $O\left(n^{3}\right)$.
The Rayleigh methods and the method of repeating variables perform differently for a different number of reference dimensions and different number of variables. The complexity of the Rayleigh method is dependent only on the number of variables. The change in reference dimensions does not affect the Rayleigh method. With the increasing number of total variables, the number of operations needed is increasing rapidly for the Rayleigh method. However, the complexity of the method of repeating variables is dependent on both the total number of variables and the total number of reference dimensions. The number of operations needed for the method of repeating variables does not increase rapidly with the increase of the total number of variables.

For the reference dimension $\mathrm{m}=2$, as the number of variables has to be greater than 3 the method of repeating variables is always faster than the Rayleigh method. For the

TABLE II
NUMBER OF OPERATIONS NEEDED FOR BOTH ALGORITHMS

| Number of reference dimensions, m | Total number of variables, n | The Rayleigh method | The method of repeating variables | Operation difference (RayMRV) |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{m}=2$ | 5 | 125 | 40 | 85 |
|  | 10 | 1000 | 80 | 920 |
|  | 15 | 3375 | 120 | 3255 |
|  | 20 | 8000 | 160 | 7840 |
|  | 25 | 15625 | 200 | 15425 |
|  | 30 | 27000 | 240 | 26760 |
| $\mathrm{m}=3$ | 5 | 125 | 135 | -10 |
|  | 10 | 1000 | 270 | 730 |
|  | 15 | 3375 | 405 | 2970 |
|  | 20 | 8000 | 540 | 7460 |
|  | 25 | 15625 | 675 | 14950 |
|  | 30 | 27000 | 810 | 26190 |
| $\mathrm{m}=4$ | 5 | 125 | 320 | -195 |
|  | 10 | 1000 | 640 | 360 |
|  | 15 | 3375 | 960 | 2415 |
|  | 20 | 8000 | 1280 | 6720 |
|  | 25 | 15625 | 1600 | 14025 |
|  | 30 | 27000 | 1920 | 25080 |
| $\mathrm{m}=5$ | 5 | 125 | 625 | -500 |
|  | 10 | 1000 | 1250 | -250 |
|  | 15 | 3375 | 1875 | 1500 |
|  | 20 | 8000 | 2500 | 5500 |
|  | 25 | 15625 | 3125 | 12500 |
|  | 30 | 27000 | 3750 | 23250 |

reference dimension $m=3$, the Rayleigh method is faster than the method of repeating variables when the number of variables is less than 6 . If the number of variables is greater than or equal to 6 then the method of repeating variables performs faster. For the reference dimension $m=4$, the Rayleigh method is faster than the method of repeating variables when the total number of variables is less than 8 . When the total number of variables is 8 both methods performs at an equal level of efficiency. If the total number of variables exceeds 8 then the method of repeating variable performs faster. For the reference dimension $\mathrm{m}=5$, the Rayleigh method is faster when the total number of variables is less than 12 . When the total number of variables is 12 or more then the method of repeating variables performs faster.
The table shows that the method of repeating variables is faster than the Rayleigh method in most cases. However, the Rayleigh method is more effective for a larger value of $m$ (the total number of reference dimensions) and a smaller value of $n$ (the total number of variables).

## V. Memory Complexity Analysis

## A. The method of repeating variables:

In this method, 4 bytes of memory is used to store the variables n and m which represent the total number of variables and the total number of reference dimensions respectively. Then an array of characters is used to store the variable names which take $3 \times 2 n$ bytes. An array $A(n, m)$ is used to store the dimension matrix which take up to $2 n m$ bytes. An array of $r(m)$ is used to store the repeating variables which take $2 m$ bytes. Again, an array of $B(m, m)$ takes $2 m m$ bytes and an array of $C(m)$ takes
$2 m$ bytes. To store the variables like result, $i$ and $k$ a total of $2+2+2$ bytes is used. To store the dimensions of the Pi terms an array $X(m)$ is used which take up to $2 m$ bytes. To display the results the total memory needed is $3 \times 2(m+1)$ and $2(m+1)$. The total memory needed for this method is $2 n m+2 m m+6 n+14 m+18$ which has $O(n m)$.

## B. The Rayleigh method:

In this method, 4 bytes of memory is used to store the variables n and m which represent the total number of variables and the total number of reference dimensions respectively. Then an array of characters is used to store the variable names which takes $3 \times 2 n$ bytes. An array $A(n, m)$ is used to store the dimension matrix which takes up to $2 n m$ bytes. An array of $D(n, m)$ is used to store the row reduced echelon form which takes up to 2 nm bytes. To store the pivot elements an array $j b(m)$ is used which takes $2 m$ bytes. To store variables like the result, $i$ and k total $2+2+2$ bytes is used. To store the dimensions of the Pi terms an array $X($ length $(j b))$ is used which takes up to $2 m$ bytes. To display the results the total memory needed is $3 \times 2(m+1)$ and $2(m+1)$. The total memory needed for this method is $4 n m+6 n+12 m+18$ which has $O(n m)$.
The analysis shows that, if $n$ is greater than $m+1$ the Rayleigh method will take more memory. But if n is equal to $m+1$ then both algorithms will take the same memory. $m+1$ cannot be greater than $n$, because there will be no Pi terms in this case.

## VI. Results And Discussion

The Pi terms are determined for few problems using both the method of repeating variables and the Rayleigh method. Their limitations are also discussed here.

Problem 1: [3]
A thin rectangular plate having a width $w$ and a height $h$ is located so that it is normal to a moving stream of fluid as shown in figure. Assume the drag, $D$, that the fluid exerts on the plate is a function of $w$ and $h$, the fluid viscosity and density, $\mu$ and $\rho$, respectively, and the velocity $V$ of the fluid approaching the plate. Find a suitable set of Pi terms to study this problem experimentally.


Fig 2. A unit rectangular plate located normal to a moving stream

Step 1: First, find all the variables related to this problem. So, $D=f(w, h, \mu, \rho, V)$

Step 2: Express each of the variables in terms of the basic dimensions.

TABLE III

| VARIABLES IN TERMS OF BASIC DIMENSIONS |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Variables | $D$ | $w$ | $h$ | $\mu$ | $\rho$ | $V$ |


| Unit | $k g m s^{-2}$ | $m$ | $m$ | $\mathrm{kgm}^{-1} \mathrm{~s}^{-1}$ | $\mathrm{kgm}^{-3}$ | $\mathrm{~ms}^{-1}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Dimension | $M L T^{-2}$ | $L$ | $L$ | $M L^{-1} T^{-1}$ | $M L^{-3}$ | $L T^{-1}$ |

TABLE IV
DIMENSION MATRIX FOR PROBLEM 1 IN MLT SYSTEM

| $D$ | 1 | 1 | -2 |
| :--- | :--- | :--- | :--- |
| $w$ | 0 | 1 | 0 |
| $h$ | 0 | 1 | 0 |
| $\mu$ | 1 | -1 | -1 |
| $\rho$ | 1 | -3 | 0 |
| $V$ | 0 | 1 | -1 |

Step 4: Choose the repeating variables. The repeating variables chosen are $w, \rho$ and $V$ which are in order 2, 5 and 6.

## INPUT:

The input file has to be created with the number of variables ( n ), the number of reference dimensions (m), the dimension matrix, $A$ and the indices of repeating variables.

OUTPUT:
For the method of repeating variables, the B matrix has to be created first from the dimension matrix. The repeating variables are 2,5 and 6 . So,

$$
B=\left(\begin{array}{ccc}
0 & 1 & 0 \\
1 & -3 & 0 \\
0 & 1 & -1
\end{array}\right)
$$

And,

$$
B^{T}=\left(\begin{array}{ccc}
0 & 1 & 0 \\
1 & -3 & 1 \\
0 & 0 & -1
\end{array}\right)
$$

Now, the non-repeating variables are 1, 3 and 4 . From (1), $B^{T} X=-C^{T}$
For the first non-repeating variable,

$$
C^{T}=\left(\begin{array}{c}
1 \\
1 \\
-2
\end{array}\right)
$$

Now, solving for X ,

$$
X=\left(\begin{array}{c}
-8 \\
2 \\
-3
\end{array}\right)
$$

This is the power for each of the repeating variables. The power of non-repeating variable is always 1 . So, the first $\pi$ term is, $\Pi_{1}=D w^{-8} \mu^{2} \rho^{-3}$

Similarly, the other $\pi$ terms are,

$$
\begin{aligned}
& \Pi_{2}=h w^{-1} \mu^{0} \rho^{0} \\
& \Pi_{3}=V w^{-3} \mu^{1} \rho^{-1}
\end{aligned}
$$

The average run time for this problem is 0.002808 seconds.

Now, for the Rayleigh method, a matrix $B$ has to be created where the first dimension matrix $A$ will be transposed and the first column will move to the last column. The order of the variables will be $w h \mu \rho V$ and $D$. So,

$$
B=\left(\begin{array}{cccccc}
0 & 0 & 1 & 1 & 0 & 1 \\
1 & 1 & -1 & -3 & 1 & 1 \\
0 & 0 & 1 & 0 & -1 & -2
\end{array}\right)
$$

The reduced row echelon form of the matrix $B$ is,

$$
\operatorname{rref}(B)=\left(\begin{array}{cccccc}
1 & 1 & 0 & 0 & 3 & 8 \\
0 & 0 & 1 & 0 & -1 & -2 \\
0 & 0 & 0 & 1 & 1 & 3
\end{array}\right)
$$

And the pivot variables are $j b=\left(\begin{array}{lll}1 & 3 & 4\end{array}\right)$.
So, it can be expressed as,

$$
\left(\begin{array}{l}
x_{1} \\
x_{3} \\
x_{4}
\end{array}\right)=\left(\begin{array}{c}
-1 \\
0 \\
0
\end{array}\right) x_{2}+\left(\begin{array}{c}
-3 \\
1 \\
-1
\end{array}\right) x_{5}+\left(\begin{array}{c}
-8 \\
2 \\
-3
\end{array}\right)
$$

Each of the matrices will be the power of the repeating variables which is 1,3 and 4 corresponding to each of the non-repeating variable which will have the power of 1 .

So, the $\pi$ terms will be,

$$
\begin{aligned}
& \Pi_{1}=h w^{-1} \mu^{0} \rho^{0} \\
& \Pi_{2}=V w^{-3} \mu^{1} \rho^{-1} \\
& \Pi_{3}=D w^{-8} \mu^{2} \rho^{-3}
\end{aligned}
$$

The average run time for this problem is 0.029320 seconds. These results are consistent with the result found in the reference book.

## Problem 2: [3 pp \{343\}]

An open, cylindrical paint can having a diameter $D$ is filled to a depth $h$ with paint having a specific weight $\gamma$. The vertical deflection $\delta$, at the center of the bottom is a function of $D, h, d, \gamma$ and $E$, where $d$ is the thickness of the bottom and $E$ is the modulus of elasticity of the bottom material.

Firstly, solve this problem with the FLT system.
Step 1: Find all the variables related to this problem.
So, $\delta=f(D, h, d, \gamma, E)$
Step 2: Express each of the variables in terms of basic dimensions.


Fig 3. An open cylinder can

TABLE V
VARIABLES IN TERMS OF BASIC DIMENSIONS

| Variables | $\delta$ | $D$ | $h$ | $d$ | $\gamma$ | $E$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Unit | $m$ | $m$ | $m$ | $m$ | $\mathrm{kgm}^{-2} \mathrm{~s}^{-2}$ | $\mathrm{kgm}^{-1} \mathrm{~s}^{-2}$ |
| Dimension | $L$ | $L$ | $L$ | $L$ | $F L^{-3}$ | $F L^{-2}$ |

TABLE VI
DIMENSION MATRIX FOR PROBLEM 2 IN FLT SYSTEM

|  | $F$ | $L$ |
| :--- | :--- | :--- |
| $\delta$ | 0 | 1 |
| $D$ | 0 | 1 |
| $h$ | 0 | 1 |
| $d$ | 0 | 1 |
| $\gamma$ | 1 | -3 |
| $E$ | 1 | -2 |

Step 3: Here are 6 variables and 2 reference dimensions.
Step 4: Choose the repeating variables. The repeating variables that are chosen are $D$ and $\gamma$ which are in order 2 and 5.

## INPUT:

The input file has to be created with the number of variables ( $n$ ), the number of reference dimensions ( $m$ ), the dimension matrix, $A$ and the indices of repeating variables.

OUTPUT:
For the method of repeating variables, the $B$ matrix has to be created first from the dimension matrix. The repeating variables are 2 and 5 . So,
$B=\left(\begin{array}{cc}0 & 1 \\ 1 & -3\end{array}\right)$ and $B^{T}=\left(\begin{array}{cc}0 & 1 \\ 1 & -3\end{array}\right)$
Now, the non-repeating variables are 1, 3, 4 and 6. From (1),

$$
B^{T} X=-C^{T}
$$

For the first non-repeating variable,

$$
C^{T}=\binom{0}{1}
$$

So, solving for $X$,

$$
X=\binom{-1}{0}
$$

This is the power of each of the non-repeating variables. The power of repeating variables is always 1 . So, the first $\pi$ term is, $\Pi_{1}=\delta D^{-1} \gamma^{0}$

Similarly, the other $\pi$ terms are,

$$
\begin{aligned}
& \Pi_{2}=h D^{-1} \gamma^{0} \\
& \Pi_{3}=d D^{-1} \gamma^{0} \\
& \Pi_{4}=E D^{-1} \gamma^{-1}
\end{aligned}
$$

The average run time for this problem is 0.002232 seconds.

Now, for the Rayleigh method, a matrix $B$ has to be created where the first dimension matrix $A$ will be transposed and the first column will move to the last column. The order of the variables will be $D, h, d, \gamma, E$ and $\delta$. So,

$$
B=\left(\begin{array}{cccccc}
0 & 0 & 0 & 1 & 1 & 0 \\
1 & 1 & 1 & -3 & -2 & 1
\end{array}\right)
$$

The reduced row echelon form of the matrix $B$ is,
$\operatorname{rref}(B)=\left(\begin{array}{llllll}1 & 1 & 1 & 0 & 1 & 1 \\ 0 & 0 & 0 & 1 & 1 & 0\end{array}\right)$
and the pivot variables are $j b=\left(\begin{array}{ll}1 & 4\end{array}\right)$
So, it can be expressed as,
$\binom{x_{1}}{x_{4}}=\binom{-1}{0} x_{2}+\binom{-1}{0} x_{3}+\binom{-1}{-1} x_{5}+\binom{-1}{0}$
Each of the matrices will be the power of the repeating variables which is 1 and 4 corresponding to each of the nonrepeating variables which will have the power of 1 .
So, the $\pi$ terms are,

$$
\begin{array}{ll}
\Pi_{1}=\delta D^{-1} \gamma^{0} & \Pi_{3}=d D^{-1} \gamma^{0} \\
\Pi_{2}=h D^{-1} \gamma^{0} & \Pi_{4}=E D^{-1} \gamma^{-1}
\end{array}
$$

The average run time for this problem is 0.023603 seconds. These results are consistent with the result found in the reference book.

Solution (Alternative):
Now, solve this problem with the MLT system.
Step 1: Find all the variables related to this problem. So, $\delta=f(D, h, d, \gamma, E)$
Step 2: Express each of the variables in terms of basic dimensions.

| TABLE VIIVARIABLES IN TERMS OF BASIC DIMENSIONS |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{array}{llllllll}\text { Variables } & \delta & D & h & d & \gamma & \end{array}$ |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |
| Dimension $\quad L \begin{array}{lllllll} \\ \text { l }\end{array}$ |  |  |  |  |  |  |  |
| TABLE VIII <br> DIMENSION MATRIX FOR PROBLEM 2 IN MLT SYSTEM |  |  |  |  |  |  |  |
| $\begin{array}{lll}M & L & T\end{array}$ |  |  |  |  |  |  |  |
| $\delta$ |  | 0 |  | 1 |  | 0 |  |
| D |  | 0 |  | 1 |  | 0 |  |
| $h$ |  | 0 |  | 1 |  | 0 |  |
| $d$ |  | 0 |  | 1 |  | 0 |  |
| $\gamma$ |  | 1 |  | -2 |  | -2 |  |
| E |  | 1 |  | -1 |  | -2 |  |

Step 4: Choose the repeating variables. The repeating variables that are chosen are $D, \gamma$ and $E$ which are in order 2, 5 and 6.

## INPUT:

The input file has to be created with the number of variables ( $n$ ), number of reference dimensions ( $m$ ), the dimension matrix, and the indices of repeating variables.

OUTPUT:
For the method of repeating variables, the $B$ matrix has to be created first from the dimension matrix. The repeating variables are 2,5 and 6 . So,
$B=\left(\begin{array}{ccc}0 & 1 & 0 \\ 1 & -2 & -2 \\ 1 & -1 & -2\end{array}\right)$ and $B^{T}=\left(\begin{array}{ccc}0 & 1 & 1 \\ 1 & -2 & -1 \\ 0 & -2 & -2\end{array}\right)$
Now, the determinant of $B^{T}$ is,

$$
\begin{aligned}
\operatorname{det}\left(B^{T}\right)= & -1\left|\begin{array}{ll}
1 & -1 \\
0 & -2
\end{array}\right|+1\left|\begin{array}{ll}
1 & -2 \\
0 & -2
\end{array}\right| \\
& =(-1) \times 2+1 \times 2=0
\end{aligned}
$$

So, $B^{T}$ is a singular matrix. There is no solution for $B^{T} X=-C^{T}$.Therefore, this problem cannot be solved by the method of repeating variables. The average run time for this problem is 0.003046 seconds.

Now, for the Rayleigh method, a matrix $B$ has to be created where the first dimension matrix $A$ will be transposed and the first column will move to the last column. The order of the variables will be $D, h, d, \gamma, E$ and $\delta$. So,

$$
B=\left(\begin{array}{cccccc}
0 & 0 & 0 & 1 & 1 & 0 \\
1 & 1 & 1 & -2 & -1 & 1 \\
0 & 0 & 0 & -2 & -2 & 0
\end{array}\right)
$$

The reduced row echelon form of the matrix $B$ is,
$\operatorname{rref}(B)=\left(\begin{array}{llllll}1 & 1 & 1 & 0 & 1 & 1 \\ 0 & 0 & 0 & 1 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0\end{array}\right)$
and the pivot variables are $j b=\left(\begin{array}{ll}1 & 4\end{array}\right)$.
Here, the last row has become all zero. That means, there will be only 2 repeating variables. So, the required number of $\pi$ terms does not decrease by simply stating it in MLT system of basic dimensions. A closer look reveals only 2 reference dimensions are required for this problem which are $M L^{-2}$ and $T$.

TABLE IX
RESULT ANALYSIS

| RESULT ANALYSIS |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Problem 1 |  |  | Problem 2 |  | Problem 2 (Alternative) |  |
| Method name | Method of repeating variables | Rayleigh method | Method of repeating variables | Rayleigh method | Method of repeating variables | Rayleigh method |
| Number of operations | 195 | 240 | 62 | 234 | 195 | 240 |
| Memory needed (MB) | 770 | 774 | 768 | 772 | 770 | 774 |
| Average time needed (seconds) | 0.002808 | 0.029320 | 0.002232 | 0.023603 | 0.003046 | 0.028623 |
| Successful execution | Yes | Yes | Yes | Yes | No | Yes |

So, it can be expressed as,
$\binom{x_{1}}{x_{4}}=\binom{-1}{0} x_{2}+\binom{-1}{0} x_{3}+\binom{-1}{-1} x_{5}+\binom{-1}{0}$
Each of the matrices will be the power of the repeating variables which is 1 and 4 corresponding to each of the nonrepeating variables which will have the power of 1 .
So, the $\pi$ terms will be,

$$
\begin{array}{ll}
\Pi_{1}=\delta D^{-1} \gamma^{0} & \Pi_{3}=d D^{-1} \gamma^{0} \\
\Pi_{2}=h D^{-1} \gamma^{0} & \Pi_{4}=E D^{-1} \gamma^{-1}
\end{array}
$$

The average run time for this problem is 0.02862 seconds.
These results are consistent with the result found in the reference book.

The machine used to determine the average run time of those problems is Intel(R) Core i5-7500 CPU @ 3.40 GHz with 16 GB RAM and 64-bit Operating System.
The following table (Table-IX) shows a comprehensive comparison between the two algorithms for the aforementioned problems.

## VII. Conclusion

The method of repeating variables and the Rayleigh method both can be used to find the Pi terms. However, their effectiveness depends on the total number of variables and the total number of reference dimensions needed to express each of the variables. Their effectiveness also depends on the dimensions of the repeating variables. If the dimensions of variables are such that the dimensions of one variable are the scalar multiple of the others, then the method of repeating variables fails to determine a solution. This happens when the number of reference dimensions differs from the number of basic dimensions needed to express each of the variables.

However, the complexity of the two methods depends on the total number of variables and the total number of reference dimensions. For a fixed number of reference dimensions, the Rayleigh method is usually faster than the method of repeating variables for a certain number of variables. When the number of variables is more than that certain number, the method of repeating variables becomes faster. The method of repeating variables needs less memory than the Rayleigh method. That is why it is important to evaluate both algorithms to understand their effectiveness. Both methods can be useful to solve real-life problems depending on the number of variables and the number of reference dimensions.
VIII. Nomenclature

TABLE X
Units of Variables Used

| Symbol | Quantity | Units |
| :---: | :---: | :---: |
| D | drag force | $\mathrm{kgms}^{-2}$ |
| w | width | $m$ |
| $h$ | height | $m$ |
| $\mu$ | fluid viscosity | $\mathrm{kgm}^{-1} \mathrm{~s}^{-1}$ |
| $\rho$ | fluid density | kgm |
| V | velocity | $m s^{-1}$ |
| $\delta$ | vertical deflection | $m$ |
| D | diameter | $m$ |
| $h$ | depth | $m$ |
| $d$ | thickness | $m$ |
| $\gamma$ | specific weight | $\mathrm{kgm}^{-2} \mathrm{~s}^{-2}$ |
| E | modulus of elasticity | $\mathrm{kgm}^{-1} \mathrm{~s}^{-2}$ |

## APPENDIX

Algorithm: To find the $\pi$ terms given the dimension matrix by the method of repeating variables.

INPUT: the number of variables $n$; the number of reference dimensions required to describe these variables $m$; the names of the variables $\operatorname{var}(i), l \leq i \leq n$; the entries $a(i, j)$, $l \leq i \leq n$ and $l \leq j \leq m$; the index of the repeating variables $r(i), l \leq i \leq m$.

OUTPUT: the variables with their respective powers to form all the $\pi$ terms.

Step 1: Set $k=1$.
Step 2: For $i=1, \ldots, n$ do Steps 3-4
Step 3: If the matrix $r$ contains $i$ then set $B(k,:)=A(i,:)$; set $k=k+l$;
Step 4: Set $k=1$. If the determinant of $B^{T}$ is zero then OUTPUT ("No solution exists").
Step 5: For $i=1, \ldots, n$ do Steps 6-10
Step 6: If matrix $r$ does not contain $i$ then do the following:
Step 7: set $C=A(i,:)$;
Step 8: Linear solve $B^{T} X=-C$ for $X$.
OUTPUT("Number $\% \mathrm{~d} \pi$ term is:\n", $k$ ).
OUTPUT ("var(i) ' 1 '").
Step 9: For $j=1, \ldots, m$ do Step 10
Step 10: OUTPUT ("var(r(j))) X(j)")
END

Algorithm: To find the $\pi$ terms given the dimension matrix by Rayleigh method.

INPUT: the number of variables $n$; the number of reference dimensions required to describe these variables $m$; the names of the variables $\operatorname{var}(i), l \leq i \leq n$; the entries $a(i, j)$, $l \leq i \leq n$ and $l \leq j \leq m$;

OUTPUT: the variables with their respective powers to form all the $\pi$ terms.
Step 1: Set $k=1$.
Step 2: For $i=2, \ldots, n$ do Steps 3-4
Step 3: Set $D(k,:)=A(i,:)$;
Step 4: set $k=k+1$;
Step 5: Set $D(k,:)=A(1,:)$ and then set $B=D^{T}$. Set $k=1$.
Step 6: Convert $B$ into reduced row echelon form $R$ and set $j b$ as the pivot elements of $R$.
Step 7: For $i=1, \ldots, n$ do Step 8-12
Step 8: If the matrix $j b$ does not contain $i$ then do the following:

Step 9: set $X=R(:, i)$;
Step 10: OUTPUT ("Number \%d $\pi$ term is: $\backslash n ", k$ ). Set $k=k+1$.

If ( $i==n$ ) OUTPUT ("var(1) ' 1 '").
Else OUTPUT ("var(i+1) '-1’").
End if
Step 11: For $j=1, \ldots$, length $(j b)$ do Step 10
Step 12: OUTPUT ("var(jb(j)+1) -X(j)")
END
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