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Abstract—In this study, a coupled system of Langevin equa-
tions was studied with a p-Laplacian operator and subject to
anti-periodic boundary conditions. The existence, uniqueness,
and stability in the sense of Ulam were established for the
proposed system. Finally, an example was presented to illustrate
the application of the obtained results.

Index Terms—Fractional Langevin equation, Coupled system,
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I. INTRODUCTION

FRACTIONAL differential equations appear extensively
in studying the fields of sciences such as physics,

biology, control theory and circuits [1-7]. For example,
Lutz, Burov et al. [6,7] constructed the following fractional
Langevin equation by using fractional differential operator:

x′′ + γCDα
0+x = Γ(t), 0 < α < 1,

where CDα
0+ is Caputo fractional derivative of order α.

The Langevin equation (first formulated by Langevin in
1908) effectively describes the evolution of physical phe-
nomena in fluctuating environments [8]. In recent years, the
study on solutions of initial and boundary value problems
for fractional Langevin differential equations has attracted
considerable attention [9-12].

For instance, Zhou et al. [12] considered the following
Langevin differential equations with anti-periodic boundary
conditions by using Leray-Schaefer’s fixed point theorem{
Dβ

0+φp[(D
α
0++λ)x(t)]=f(t, x(t), Dα

0+x(t)), 0 ≤ t ≤ 1,
x(0)=− x(1), Dα

0+x(0)=−Dα
0+x(1),

where 0 < α, β ≤ 1, λ ≥ 0, 1 < α + β ≤ 2, 0 < q < 1, and
φp(s) = |s|p−2s, 1 < p ≤ 2. The operators Dα

0+ and Dβ
0+

are Caputo fractional derivatives.
Recently, many results concerning the coupled system

of nonlinear fractional Langevin equations associated with
several types of boundary conditions have been established
[13-20].
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Matar et al. [19] considered the coupled system of non-
linear Langevin equations involving Caputo-Hadamard frac-
tional derivative with non-periodic boundary conditions

Dα1(m1D
β1+λ1)r1(t)=η1(t, r1(t), r2(t)), t ∈ J=[1, T ],

Dα2(m2D
β2+λ2)r2(t)=η2(t, r1(t), r2(t)), t ∈ J=[1, T ],

r1(1)=ξ1r1(T ), r′1(1)=0=r′1(T ), ξ1 6= 1,
r2(1)=ξ2r2(T ), r′2(1)=0=r′2(T ), ξ2 6= 1,

where α1, α2∈(0, 1], β1, β2∈(1, 2],m1,m2>0, and Dν(ν ∈
{α1, α2, β1, β2}) is the Caputo-Hadamard type fractional
derivative. Based on the Banach fixed-point theorem, Kras-
noselskii’s fixed-point theorem, and Urs’s stability approach,
the existence, uniqueness and stability results were obtained
herein.

Baghani, Alzabut and Nieto [20] studied coupled system
of fractional Langevin differential equations associated with
anti-periodic boundary conditions of the form

Dη1(Dξ1 + χ1)z(t) = ψ(t, z(t), w(t)), t ∈ (0, 1),
Dη2(Dξ2 + χ2)w(t) = Φ(t, z(t), w(t)), t ∈ (0, 1),
z(0) + z(1) = 0, Dξ1z(0) +Dξ1z(1) = 0,
D2ξ1z(0) +D2ξ1z(1) = 0, w(0) + w(1) = 0,
Dξ2w(0) +Dξ2w(1) = 0, D2ξ2w(0) +D2ξ2w(1) = 0,

where 0<ξ1, ξ2≤1, 1<η1, η2≤2, Dv(v∈{η1, ξ1, η2, ξ2}) is a
Caputo type fractional derivative. Dmξi(m, i = 1, 2) are
the sequential fractional derivatives, ψ,Φ : [0, 1] × R2→R
are given continuous functions and χ1, χ2∈R. By using the
Banach fixed point theorem, the existence and uniqueness
results were proved in this study.

Noteworthy, only few relevant studies have been conduct-
ed on coupled systems of p-Laplacian fractional Langevin
equations. Moreover, in the present study, a coupled system
of fractional Langevin equations was investigated with p-
Laplacian operator subject to a coupled anti-periodic bound-
ary conditions given by

CDβ1

0+φp[(
CDα1

0++λ1)x1(t)]=f1(t, x2(t)), t∈(0, 1),
CDβ2

0+φp[(
CDα2

0++λ2)x2(t)]=f2(t, x1(t)), t∈(0, 1),
x1(0)=−x1(1),CDα1

0+x1(0)=−CDα1
0+x1(1),

x2(0)=−x2(1),CDα2
0+x2(0)=−CDα2

0+x2(1),
(1)

where CDθ
0+(θ=α1, α2, β1, β2) is Caputo fractional deriva-

tive, αi, βi∈(0, 1], i=1, 2, λ1, λ2>0. Furthermore, f1, f2 :
[0, 1] × R→[0, 1] are continuous functions. φp represents
the p-Laplacian operator such that φp(s)=s|s|p−2, p>1
and φq = φ−1

p denotes the inverse of p-Laplacian, where
(1/p) + (1/q) = 1. The existence, uniqueness, and stability
of the system (1) were discussed. An example was provided
to state the main results.
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II. PRELIMINARIES

Definition 2.1 ([21]). The Riemann-Liouville fractional in-
tegral of the order α > 0 of function f : [0,∞) → R is
defined by

Iα0+f(t) =
1

Γ(α)

∫ t

0

(t− s)α−1
f(s)ds.

Definition 2.2 ([21]). The Caputo derivative of the order α>0
of function f : [0,∞)→ R is defined by

CDα
0+f(t) =

1

Γ(n− α)

∫ t

0

(t− s)n−α−1
f (n)(s)ds,

where t > 0, n− 1 < α < n, n = [α] + 1.

Lemma 2.1 ([21]). Let α>0 and function f(t)∈ACn[0,∞),
then

Iα0+
CDα

0+f(t) = f(t) + c0 + c1t+ c2t
2 + · · ·+ cn−1t

n−1,

where ci ∈ R, i = 0, 1, 2, · · · , n− 1, n = [α] + 1.

Lemma 2.2 ([22]). Let φp is a nonlinear p-Laplacian oper-
ator, then

(i) If 1 < p ≤ 2, xy > 0, and |x|, |y| ≥ m > 0, then

|φp(x)− φp(y)| ≤ (p− 1)mp−2|x− y|.

(ii) If p > 2, and |x|, |y| ≤M, then

|φp(x)− φp(y)| ≤ (p− 1)Mp−2|x− y|.

Definition 2.3 ([23]). The spectral radius of a matrix U ∈
Cn×n is defined by

Υ(U) = max{|β1|, |β2|, · · · , |βn|},

where β1, β2, · · · , βn are the eigenvalues. A matrix U con-
verges to zero if the spectral radius satisfies Υ(U) < 1.

Theorem 2.1 ([23]). Assuming the operator T1, T2 : X ×
X → X for the operator system

T1(x1, x2) = x1,
T2(x1, x2) = x2,

(2)

for all xi, x̄i ∈ X, i = 1, 2, holds the following system of
inequations

||T1(x1, x2)− T1(x̄1, x̄2)|| ≤ l1||x1 − x̄1||+ l2||x2 − x̄2||,
||T2(x1, x2)− T2(x̄1, x̄2)|| ≤ l3||x1 − x̄1||+ l4||x2 − x̄2||,

where (x1, x2), (x̄1, x̄2) ∈ X×X are exact and approximate
solutions, respectively, and l1, l2, l3, l4 > 0. If the matrix

U =

(
l1 l2
l3 l4

)
→ 0,

then the fixed points of (2) are stable in the sense of Ulam-
Hyers.

III. MAIN RESULTS

Denoting X×X=C([0, 1],R)×C([0, 1],R), the Banach
space equipped with the norm ||(x1, x2)|| = ||x1|| + ||x2||,
and the topological norm || · || = max

t∈[0,1]
| · |. The operator

T : X ×X → X ×X is defined as follows:

T (x1, x2)(t) := (T1(x1, x2)(t), T2(x1, x2)(t)),

T1(x1, x2)(t) = − λ1

Γ(α1)

∫ t

0

(t− s)α1−1
x1(s)ds

+
λ1

2Γ(α1)

∫ 1

0

(1− s)α1−1
x1(s)ds

+
1

Γ(α1)

∫ t

0

(t− s)α1−1
φq

( 1

Γ(β1)

∫ s

0

(s− τ)
β1−1

×f1(τ, x2(τ))dτ − 1

2Γ(β1)

∫ 1

0

(1− τ)
β1−1

×f1(τ, x2(τ))dτ
)
ds− 1

2Γ(α1)

∫ 1

0

(1− s)α1−1

×φq
( 1

Γ(β1)

∫ s

0

(s− τ)
β1−1

f1(τ, x2(τ))dτ

− 1

2Γ(β1)

∫ 1

0

(1− τ)
β1−1

f1(τ, x2(τ))dτ
)
ds,

T2(x1, x2)(t) = − λ2

Γ(α2)

∫ t

0

(t− s)α2−1
x2(s)ds

+
λ1

2Γ(α2)

∫ 1

0

(1− s)α2−1
x2(s)ds

+
1

Γ(α2)

∫ t

0

(t− s)α2−1
φq

( 1

Γ(β2)

∫ s

0

(s− τ)
β2−1

×f2(τ, x1(τ))dτ − 1

2Γ(β2)

∫ 1

0

(1− τ)
β2−1

×f2(τ, x1(τ))dτ
)
ds− 1

2Γ(α2)

∫ 1

0

(1− s)α2−1

×φq
( 1

Γ(β2)

∫ s

0

(s− τ)
β2−1

f2(τ, x1(τ))dτ

− 1

2Γ(β2)

∫ 1

0

(1− τ)
β2−1

f2(τ, x1(τ))dτ
)
ds.

To obtain the main results, the following hypotheses are
required.

(H1) There exist continuous non-negative functions ai(t),
bi(t) ∈ C([0, 1],R+), i = 1, 2, such that for x1, x2 ∈
X,

|f1(t, x2(t))| ≤ φp(a1(t) + b1(t)|x2|),
|f2(t, x1(t))| ≤ φp(a2(t) + b2(t)|x1|).

(H2) There exist positive constants L1, L2 such that for x1,
x2, x̄1, x̄2 ∈ X ,

|f1(t, x2(t))− f1(t, x̄2(t))| ≤ L1||x2 − x̄2||,
|f2(t, x1(t))− f2(t, x̄1(t))| ≤ L2||x1 − x̄1||.

(H3) Existing functions g1(t), g2(t) satisfy
∫ 1

0
(1−s)β1−1

×g1(s)ds := Mf1 > 0,
∫ 1

0
(1− s)β2−1

g2(s)ds := Mf2

> 0, respectively, and for all t ∈ [0, 1], x1, x2 ∈ X,
such that

|f1(t, x2(t))| ≤ g1(t), |f2(t, x1(t))| ≤ g2(t).
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Lemma 3.1 Let F1, F2 ∈ C([0, 1],R) and x1, x2 ∈ X. Then
the solutions of the following coupled system of equations

CDβ1

0+φp[(
CDα1

0+ + λ1)x1(t)] = F1(t), t ∈ (0, 1),
CDβ2

0+φp[(
CDα2

0+ + λ2)x2(t)] = F2(t), t ∈ (0, 1),
x1(0) = −x1(1),CDα1

0+x1(0) = −CDα1
0+x1(1),

x2(0) = −x2(1),CDα2
0+x2(0) = −CDα2

0+x2(1).

(3)

are given by

x1(t) = −λ1I
α1
0+x1(t) +

1

2
λ1I

α1
0+x1(t)|t=1

+Iα1
0+φq(I

β1

0+F1(t)− 1

2
Iβ1

0+F1(t)|t=1)

−1

2
Iα1
0+φq(I

β1

0+F1(t)− 1

2
Iβ1

0+F1(t)|t=1)|t=1,

x2(t) = −λ2I
α2
0+x2(t) +

1

2
λ2I

α2
0+x2(t)|t=1

+Iα2
0+φq(I

β2

0+F2(t)− 1

2
Iβ2

0+F2(t)|t=1)

−1

2
Iα2
0+φq(I

β2

0+F2(t)− 1

2
Iβ2

0+F2(t)|t=1)|t=1.

Proof. Applying the integral operator Iβ1

0+ on the first equa-
tion of the system (3) and using Lemma 2.1, the following
equation is obtained:

φp[(
CDα1

0+ + λ1)x1(t)] = Iβ1

0+F1(t) + c0, c0 ∈ R, (4)

since φ−1
p (·) = φq, Eq. (4) is equivalent to the following

equation

CDα1
0+x1(t) + λ1x1(t) = φq(I

β1

0+F1(t) + c0), (5)

by using x1(0)=−x1(1) and CDα1
0+x1(0) = −CDα1

0+x1(1)
in Eq. (5), we obtain

CDα1
0+x1(0) + λ1x1(0) = φq(c0),

CDα1
0+x1(1) + λ1x1(1) = φq(I

β1

0+F1(t)|t=1 + c0).

Simultaneously, considering the equations mentioned above,
the following relation can be obtained:

c0 = −1

2
Iβ1

0+F1(t)|t=1.

Thus Eq. (5) becomes

CDα1
0+x1(t)+λ1x1(t)=φq(I

β1

0+F1(t)−1

2
Iβ1

0+F1(t)|t=1), (6)

after applying the operator Iα1
0+ on both sides of Eq. (6). With

the help of Lemma 2.1, Eq. (7) is obtained

x1(t) = Iα1
0+φq(I

β1

0+F1(t)− 1

2
Iβ1

0+F1(t)|t=1)

−λ1I
α1
0+x1(t) + c1, c1 ∈ R. (7)

Using the boundary condition x1(0) = −x1(1) in Eq. (7),
we obtain the following equation

c1 =
1

2
λ1I

α1
0+x1(t)|t=1 −

1

2
Iα1
0+φq(I

β1

0+F1(t)

−1

2
Iβ1

0+F1(t)|t=1)|t=1.

Putting the value of c1 in Eq. (7), the following solution is
derived:

x1(t) = −λ1I
α1
0+x1(t) +

1

2
λ1I

α1
0+x1(t)|t=1

+Iα1
0+φq(I

β1

0+F1(t)− 1

2
Iβ1

0+F1(t)|t=1)

−1

2
Iα1
0+φq(I

β1

0+F1(t)− 1

2
Iβ1

0+F1(t)|t=1)|t=1.

Similarly, the following relation is obtained by repeating the
same step for the second equation of the system of equations
(3).

x2(t) = −λ2I
α2
0+x2(t) +

1

2
λ2I

α2
0+x2(t)|t=1

+Iα2
0+φq(I

β2

0+F2(t)− 1

2
Iβ2

0+F2(t)|t=1)

−1

2
Iα2
0+φq(I

β2

0+F2(t)− 1

2
Iβ2

0+F2(t)|t=1)|t=1.

Theorem 3.1 If f1, f2 : X × X → X × X are continuous
functions satisfying (H1) and

3λ1

2Γ(α1 + 1)
+

3q||b2||
2qΓ(α2 + 1)(Γ(β2 + 1))

q−1 < 1,

3λ2

2Γ(α2 + 1)
+

3q||b1||
2qΓ(α1 + 1)(Γ(β1 + 1))

q−1 < 1. (8)

Then the system (1) has at least one solution.
Proof. In the first step, the operator T : X ×X → X ×X
is proven to be a continuous operator. In fact, for arbitrary
constants M1,M2 > 0, two open bounded subsets are
defined as follows:

Ω1 = {x1 ∈ X : ||x1|| ≤M1},
Ω2 = {x2 ∈ X : ||x2|| ≤M2}.

By the continuity of f1, f2, there exist constants Lf1 , Lf2 ,
such that∣∣∣φq( 1

Γ(β1)

∫ s

0

(s− τ)
β1−1

f1(τ, x2(τ))dτ

− 1

2Γ(β1)

∫ 1

0

(1− τ)
β1−1

f1(τ, x2(τ))dτ
)∣∣∣ ≤ Lf1 ,∣∣∣φq( 1

Γ(β2)

∫ s

0

(s− τ)
β2−1

f2(τ, x1(τ))dτ

− 1

2Γ(β2)

∫ 1

0

(1− τ)
β2−1

f2(τ, x1(τ))dτ
)∣∣∣ ≤ Lf2 ,

so, for any (x1, x2) ∈ Ω1 × Ω2,

|T1(x1, x2)(t)| ≤ 3(λ1M1 + Lf1)

2Γ(α1 + 1)
,

|T2(x1, x2)(t)| ≤ 3(λ2M2 + Lf2)

2Γ(α2 + 1)
.

Thus,

||T (x1, x2)|| = ||T1(x1, x2)||+ ||T2(x1, x2)||

≤ 3(λ1M1 + Lf1)

2Γ(α1 + 1)
+

3(λ2M2 + Lf2)

2Γ(α2 + 1)
.
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Thus the operator T is uniformly bounded. Next, T is proven
to be equi-continuous. For any 0 ≤ t1 ≤ t2 ≤ 1,

|T1(x1, x2)(t2)− T1(x1, x2)(t1)|

≤
∣∣∣ λ1

Γ(α1)

∫ t2

0

(t2 − s)α1−1
x1(s)ds

− λ1

Γ(α1)

∫ t1

0

(t1 − s)α1−1
x1(s)ds

∣∣∣
+
∣∣∣ 1

Γ(α1)

∫ t2

0

(t2 − s)α1−1
φq

( 1

Γ(β1)

∫ s

0

(s− τ)β1−1

×f1(τ, x2(τ))dτ − 1

2Γ(β1)

∫ 1

0

(1− τ)β1−1

×f1(τ, x2(τ))dτ
)
ds− 1

Γ(α1)

∫ t1

0

(t1 − s)α1−1

×φq
( 1

Γ(β1)

∫ s

0

(s− τ)β1−1f1(τ, x2(τ))dτ

− 1

2Γ(β1)

∫ 1

0

(1− τ)β1−1f1(τ, x2(τ))dτ
)
ds
∣∣∣

≤ λ1

Γ(α1)

∣∣∣∫ t1

0

((t2 − s)α1−1 − (t1 − s)α1−1
)x1(s)ds

+

∫ t2

t1

(t1 − s)α1−1
x1(s)ds

∣∣∣
+

1

Γ(α1)

∣∣∣∫ t1

0

((t2 − s)α1−1 − (t1 − s)α1−1)

×φq
( 1

Γ(β1)

∫ s

0

(s− τ)β1−1f1(τ, x2(τ))dτ

− 1

2Γ(β1)

∫ 1

0

(1− τ)β1−1f1(τ, x2(τ))dτ
)
ds

+

∫ t2

t1

(t2 − s)α1−1
φq

( 1

Γ(β1)

∫ s

0

(s−τ)β1−1

×f1(τ, x2(τ))dτ− 1

2Γ(β1)

∫ 1

0

(1−τ)β1−1

×f1(τ, x2(τ))dτ
)
ds
∣∣∣

≤ λ1M1 + Lf1
Γ(α1 + 1)

(tα1
1 − t

α1
2 + 2(t2 − t1)α1).

Analogously, it can be obtained that

|T2(x1, x2)(t2)− T2(x1, x2)(t1)|

≤ λ2M2 + Lf2
Γ(α2 + 1)

(tα2
1 − t

α2
2 + 2(t2 − t1)α2).

As t2→t1, the operator T is equi-continuous according to
the Arzelá-Ascoli theorem. The operator T is observed to be
completely continuous.

In the second step, we consider the following set.

Ω = {(x1, x2) ∈ X|(x1, x2) = µT (x1, x2), 0 < µ < 1} .

We now show that it is bounded. Let (x1, x2) ∈ Ω, then
(x1, x2) = µT (x1, x2), µ ∈ (0, 1), we have

x1(t) = µT1(x1, x2)(t), x2(t) = µT2(x1, x2)(t).

According to (H1), it is found that

|x1(t)| = µ|T1(x1, x2)(t)|

≤ 3λ1||x1||∞
2Γ(α1 + 1)

+
3

2Γ(α1 + 1)

×φq
(

3

2Γ(β1 + 1)
φp(||a1||∞ + ||b1||∞||x2||∞)

)
≤ 3λ1||x1||∞

2Γ(α1 + 1)
+

3

2Γ(α1 + 1)

(
3

2Γ(β1 + 1)

)q−1

×(||a1||∞ + ||b1||∞||x2||∞)

=
3λ1||x1||∞
2Γ(α1 + 1)

+
3q(||a1||∞ + ||b1||∞||x2||∞)

2qΓ(α1 + 1)(Γ(β1 + 1))
q−1 .

Similarly,

|x2(t)| = µ|T2(x1, x2)(t)|

≤ 3λ2||x2||∞
2Γ(α2 + 1)

+
3q(||a2||∞ + ||b2||∞||x1||∞)

2qΓ(α2 + 1)(Γ(β2 + 1))
q−1 .

Consequently, it yields

||x1||+||x2||

≤
[ 3λ1

2Γ(α1+1)
+

3q||b2||
2qΓ(α2+1)(Γ(β2+1))

q−1

]
||x1||

+
[ 3λ2

2Γ(α2+1)
+

3q||b1||
2qΓ(α1+1)(Γ(β1+1))

q−1

]
||x2||

+
3q||a1||

2qΓ(α1+1)(Γ(β1+1))
q−1 +

3q||a2||
2qΓ(α2+1)(Γ(β2+1))

q−1 .

Using the condition described in Eq. (8), the following
relation is obtained.

||(x1, x2)||

≤
3q||a1||

2qΓ(α1+1)(Γ(β1+1))q−1 + 3q||a2||
2qΓ(α2+1)(Γ(β2+1))q−1

∆
,

where,

∆= min
{

1−
( 3λ1

2Γ(α1+1)
+

3q||b2||
2qΓ(α2+1)(Γ(β2+1))

q−1

)
,

1−
( 3λ2

2Γ(α2+1)
+

3q||b1||
2qΓ(α1+1)(Γ(β1+1))

q−1

)}
.

It shows that ||(x1, x2)|| is bounded. As a consequence of
Schaefer’s fixed point theorem, it is thus concluded that
system (1) has at least one solution. It completes the proof.

Theorem 3.2 If 1 < p ≤ 2, f1, f2 : X × X → X × X
are continuous functions satisfying (H2) and (H3), then the
system (1) has a unique solution as per the following relation

d = max
{ 3λ1

2Γ(α1 + 1)
+

9(q − 1)4q−2
2 L2

4Γ(α2 + 1)Γ(β2 + 1)
,

3λ2

2Γ(α2 + 1)
+

9(q − 1)4q−2
1 L1

4Γ(α1 + 1)Γ(β1 + 1)

}
< 1, (9)

where ∆1 =
3Mf1

2Γ(β1) , ∆2 =
3Mf2

2Γ(β2) .
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Proof According to (H3), for all t ∈ [0, 1] and x1, x2 ∈ X,
it is estimated that∣∣∣ 1

Γ(β1)

∫ t

0

(t− s)β1−1
f1(s, x2(s))ds

− 1

2Γ(β1)

∫ 1

0

(1− s)β1−1
f1(s, x2(s))ds

∣∣∣
≤
∣∣∣ 1

Γ(β1)

∫ 1

0

(1− s)β1−1
g1(s)ds

∣∣∣
+
∣∣∣ 1

2Γ(β1)

∫ 1

0

(1− s)β1−1
g1(s)ds

∣∣∣≤41.

Analogously,∣∣∣ 1

Γ(β2)

∫ t

0

(t− s)β2−1
f2(s, x1(s))ds

− 1

2Γ(β2)

∫ 1

0

(1− s)β2−1
f2(s, x1(s))ds

∣∣∣≤42.

If 1 < p ≤ 2, then q ≥ 2, for xi, x̄i ∈ X(i = 1, 2) in the
light of (ii) in Lemma 2.2. Assuming that (H2) holds, we
obtain the following expression.∣∣∣φq( 1

Γ(β1)

∫ t

0

(t− s)β1−1
f1(s, x2(s))ds

+
1

2Γ(β1)

∫ 1

0

(1− s)β1−1
f1(s, x2(s))ds

)
−φq

( 1

Γ(β1)

∫ t

0

(t− s)β1−1
f1(s, x̄2(s))ds

+
1

2Γ(β1)

∫ 1

0

(1− s)β1−1
f1(s, x̄2(s))ds

)∣∣∣
≤ 3(q − 1)4q−2

1

2Γ(β1 + 1)

∣∣∣f1(s, x2(s))− f1(s, x̄2(s))
∣∣∣

≤ 3(q − 1)4q−2
1 L1

2Γ(β1 + 1)
||x2 − x̄2||.

Similarly, the following equations are derived as well.∣∣∣φq( 1

Γ(β2)

∫ t

0

(t− s)β2−1
f2(s, x1(s))ds

+
1

2Γ(β2)

∫ 1

0

(1− s)β2−1
f2(s, x1(s))ds

)
−φq

( 1

Γ(β2)

∫ t

0

(t− s)β2−1
f2(s, x̄1(s))ds

+
1

2Γ(β2)

∫ 1

0

(1− s)β2−1
f2(s, x̄1(s))ds

)∣∣∣
≤ 3(q − 1)4q−2

2 L2

2Γ(β2 + 1)
||x1 − x̄1||.

For (x1, x2), (x̄1, x̄2) ∈ X ×X, the following inequality is
obtained

|T1(x1, x2)(t)− T1(x̄1, x̄2)(t)|

≤ λ1

Γ(α1)

∫ t

0

(t− s)α1−1|x1(s)−x̄1(s)|ds

+
λ1

2Γ(α1)

∫ 1

0

(1− s)α1−1|x1(s)−x̄1(s)|ds

+
1

Γ(α1)

∫ t

0

(t− s)α1−1
∣∣∣φq( 1

Γ(β1)

∫ s

0

(s− τ)
β1−1

×f1(τ, x2(τ))dτ+
1

2Γ(β1)

∫ 1

0

(1−τ)
β1−1

×f1(τ, x2(τ))dτ
)

−φq
( 1

Γ(β1)

∫ s

0

(s−τ)
β1−1

f1(τ, x̄2(τ))dτ

+
1

2Γ(β1)

∫ 1

0

(1− τ)
β1−1

f1(τ, x̄2(τ))dτ
)∣∣∣ds

+
1

2Γ(α1)

∫ 1

0

(1− s)α1−1
∣∣∣φq( 1

Γ(β1)

∫ s

0

(s− τ)
β1−1

×f1(τ, x2(τ))dτ+
1

2Γ(β1)

∫ 1

0

(1−τ)
β1−1

×f1(τ, x2(τ))dτ
)

−φq
( 1

Γ(β1)

∫ s

0

(s−τ)
β1−1

f1(τ, x̄2(τ))dτ

+
1

2Γ(β1)

∫ 1

0

(1− τ)
β1−1

f1(τ, x̄2(τ))dτ
)∣∣∣ds

≤ 3λ1

2Γ(α1+1)
||x1−x̄1||+

9(q−1)4q−2
1 L1

4Γ(α1+1)Γ(β1+1)
||x2−x̄2||.

Similarly, we have

|T2(x1, x2)(t)− T2(x̄1, x̄2)(t)|

≤ 3λ2

2Γ(α2 + 1)
||x2 − x̄2||

+
9(q − 1)4q−2

2 L2

4Γ(α2 + 1)Γ(β2 + 1)
||x1 − x̄1||.

Hence,

|T (x1, x2)(t)− T (x̄1, x̄2)(t)|
= |T1(x1, x2)(t)− T1(x̄1, x̄2)(t)|

+|T2(x1, x2)(t)− T2(x̄1, x̄2)(t)|

≤
( 3λ1

2Γ(α1+1)
+

9(q−1)4q−2
2 L2

4Γ(α2+1)Γ(β2+1)

)
||x1−x̄1||

+
( 3λ2

2Γ(α2+1)
+

9(q−1)4q−2
1 L1

4Γ(α1+1)Γ(β1+1)

)
||x2−x̄2||

≤ d||(x1, x2)−(x̄1, x̄2)||.

Therefore, T has unique solutions because condition (9) is
satisfied.

Theorem 3.3 If assumptions (H2) and (H3) hold, the matrix
U converges to zero, then the system of equations (1) is
stable in the sense of Ulam-Hyers stability.
Proof. According to Theorem 3.2, we have

||T1(x1, x2)− T1(x̄1, x̄2)||
≤ l1||x1 − x̄1||+ l2||x2 − x̄2||, (10)

where

l1 =
3λ1

2Γ(α1 + 1)
, l2 =

9(q − 1)4q−2
1 L1

4Γ(α1 + 1)Γ(β1 + 1)
,

l1 and l2 are non-negative real numbers. Moreover, by using
a similar approach, the following equation is obtained.

||T2(x1, x2)− T2(x̄1, x̄2)||
≤ l3||x1 − x̄1||+ l4||x2 − x̄2||, (11)

where

l3 =
3λ2

2Γ(α2 + 1)
, l4 =

9(q − 1)4q−2
2 L2

4Γ(α2 + 1)Γ(β2 + 1)
,
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l3 and l4 are non-negative real numbers. Combining (10) and
(11) yields the following relation.

U =

(
l1 l2
l3 l4

)
.

Since U converges to zero when combined with Theorem
2.1, the system of equations (1) is UH stable.

IV. EXAMPLES

Example 4.1 Consider the following coupled system
CD

4/5
0+ φ3/2[(CD

1/2
0+ +(1/10))x1(t)]=f1(t, x2(t)),

CD
4/5
0+ φ3/2[(CD

1/2
0+ + (1/5))x1(t)]=f2(t, x1(t)),

x1(0) = −x1(1),CD
1/2
0+ x1(0) = −CD1/2

0+ x1(1),

x2(0) = −x2(1),CD
1/2
0+ x2(0) = −CD1/2

0+ x2(1).
(12)

Here,

α1 = α2 =
1

2
, β1 = β2 =

4

5
, p =

3

2
,

q = 3, λ1 =
1

10
, λ2 =

1

5
.

For demonstrating the application of Theorem 3.1, it is
assumed that,

f1(t, x2(t)) =
1

5
t+

1

10
x2(t),

f2(t, x1(t)) =
1

8
t+

1

20
x1(t).

Then ||a1|| = 1
5 , ||a2|| = 1

8 , ||b1|| = 1
10 , ||b2|| = 1

20 . By
routine calculation we can get assumption (H1) holds. Next,
the following calculations are obtained.

3× 1/10

2Γ(3/2)
+

33 × 1/20

23Γ(3/2)(Γ(9/5))
2 ≈ 0.389 < 1,

3× 1/5

2Γ(3/2)
+

33 × 1/10

23Γ(3/2)(Γ(9/5))
2 ≈ 0.778 < 1.

According to Theorem 3.1, the coupled system (12) has at
least one solution.

For illustrating Theorem 3.2, consider the following situ-
ation

f1(t, x2(t)) =
(1− t) sin(x2(t))

30
,

f2(t, x1(t)) =
(1− t) sin(x1(t))

20
.

There exist g1(t) = 1−t
30 , g2(t) = 1−t

20 , L1 = 1
30 , L2 = 1

20 ,
then

Mf1 =

∫ 1

0

(1− s)β1−1g1(s)ds =
1

54
,

Mf2 =

∫ 1

0

(1− s)β2−1g2(s)ds =
1

36
,

such that

|f1(t, x2(t))| ≤ 1− t
30

= g1(t),

|f2(t, x1(t))| ≤ 1− t
20

= g2(t),

for arbitrary t ∈ [0, 1] and x1, x̄1, x2, x̄2 ∈ X, we have

|f1(t, x2(t))− f1(t, x̄2(t))|

=
1− t
30
| sinx2(t)− sin x̄2(t)|

≤ 1

30
||x2 − x̄2||,

and

|f2(t, x1(t))− f2(t, x̄1(t))|

=
1− t
20
| sinx1(t)− sin x̄1(t)|

≤ 1

20
||x1 − x̄1||.

Thus, the assumption (H2) is valid. By using the given data,
we find that,

∆1 =
3Mf1

2Γ(β1)
= 0.0239, ∆2 =

3Mf2

2Γ(β2)
= 0.0358,

so

d = max

{
3/10

2Γ(3/2)
+

(9× 2× 0.0358)/20

4× Γ(3/2)Γ(9/5)
,

3/5

2× Γ(3/2)
+

(9× 2× 0.0239)/30

4× Γ(3/2)Γ(9/5)

}
= max{0.1791, 0.3429} = 0.3429 < 1.

Thus, all the conditions of Theorem 3.2 hold, and there is a
unique solution for the system of equations (12).

Considering the data given in Theorem 3.2, the values are
calculated as follows:

l1 =
3/10

2Γ(3/2)
≈ 0.1693, l2=

(9× 2× 0.0239)/30

4× Γ(3/2)Γ(9/5)
≈0.0043,

l3=
3/5

2Γ(3/2)
≈ 0.3386, l4 =

(9× 2× 0.0358)/20

4× Γ(3/2)Γ(9/5)
≈ 0.0098.

The matrix U takes the following values

U =

(
0.1693 0.0043
0.3386 0.0098

)
.

The matrix U has eigenvalues equal to 0.178 and 0.0011.
Clearly Υ(U) < 1, hence, by Definition 2.3, matrix U
converges to zero. Therefore, the system of equations (12) is
stable with respect to Ulam-Hyers.
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