
 

 
Abstract—The purpose of studying inventory models is to 
compensate for the uncertainty in the timing and 
quantity of demand and supply, which is even more 
significant in the post-epidemic era. To solve inventory 
models by algebraic methods, a recent paper provided a 
new approach to studying the problem that had been 
examined by five published papers. This paper also 
demonstrated that his new approach can solve another 
transit bus model, and yet, he raised an open question. 
The purpose of this paper is to offer a formative answer 
accordingly. Moreover, we solve an open question 
proposed by another paper to prove identity with two 
cubic roots without referring to its original cubic 
polynomial. Meanwhile, we discuss another problem in a 
related paper to show that comparisons among several 
approximated inventory models by their minimum values 
are not proper that should be executed on the original 
model. At last, we examine a recently published paper to 
point out questionable results, and then offer revisions. 
This paper will help researchers solve their inventory 
models with proper solution approaches.  
 

Index Terms—Economic ordering, Economic production, 
Algebraic method, Inventory model 

 

I. INTRODUCTION 

eveloping solution methods without referring to 
calculus can help practitioners with a limited 
mathematical background to accept models and their 

applications. Recently, with an intuitive point of view, Yen [1] 
published a paper in the International Journal of Applied 
Mathematics to present an algebraic approach to solving 
inventory models with two backorder costs. Yen's method is 
simpler than Grubbström and Erdem [2], Cárdenas-Barrón 
[3], Ronald et al. [4], Chang et al. [5], and Luo and Chou [6]. 
Moreover, Yen [1] tried to demonstrate that his approach can 
solve the transit bus model proposed by Chang and Schonfeld 
[7], but left an open question. The first purpose of this paper 
is to present a positive answer to the open question proposed 
by Yen [1]. Then, we show that our algebraic skills can solve 
the other open question proposed by Osler [8]. Meanwhile, 
we point out questionable comparisons in Çalışkan [9] to help 
researchers to select the best-approximated inventory model. 
Moreover, we study Çalışkan [10] to point out that he added 
an extra condition for the objective function to be a convex 
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function to indicate that Çalışkan [10] needed other 
restrictions to solve the open question proposed by Lau et al. 
[11]. Moreover,  Çalışkan [10] squared both sides of an 
inequality without checking why the left-hand side is 
non-negative which violated algebraic rules. Our paper will 
help researchers to realize transit bus models and inventory 
models.  
 

II. THE OPEN QUESTION PROPOSED BY YEN [1] 
  Yen [1] considered the transit bus model developed by 
Chang and Schonfeld [7], with the following objective 
function, 
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express the presentation of Equation (2.1). 
The goal of Equation (2.1) is to find the minimum solution 
for the route width r*, the headway h*, and the minimum cost 
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Yen [1] tried to use algebraic methods to solve the minimum 
problem of Equation (2.1), and then Yen [1] mentioned that 
based on Equations (2.2) and (2.3) he obtained that 
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such that he derived that r*h* is a constant and then he 
assumed the following condition 

0rh C .                                (2.5) 

Yen [1] changed Equation (2.1) with two variables h and r to 
a new system of variables h and C0, 
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and then he rewrote Equation (2.6) as 
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From Equation (2.7), Yen [1] claimed that 
*

2 0 3h d C d ,                     (2.8) 
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and then he changed the optimal problem of Equation (2.1) 
from a two-variable problem of h, and C0 into the following 
one-variable problem of C0, 

*0 1
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( , ) 2
c d

C h d d d d c d
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Hence, Yen [1] overlooked the constant term of d2d + d4  and 
then abstractly rewrote Equation (2.9) as follows, with 
Aଵ ൌ dଵ ൐ 0 ,

1 2 32 0B d d   and a new variable

0x C , then the minimum problem became 

1
12

( )
A

f x B x
x

  .                        (2.10) 

Yen [1] raised an open question to solve Equation (2.10) by 
algebraic methods.  
 

III. OUR ALGEBRAIC METHOD FOR THE OPEN QUESTION OF 

YEN [1] 
  We assume the minimum solution of Equation (2.10) as x*, 
and then assume the two sequences, ሺα୬ሻ and  ሺβ୬ሻ where 

α୬ ൌ xכ ൅ ሺ1 n⁄ ሻ,                       (3.1) 
and 

                 β୬ ൌ xכ െ ሺ1 n⁄ ሻ,                       (3.2) 
for n = 1,2,…. We know that when n goes to infinity, then α୬ 
will go to x*. Similarly, when n goes to infinity, then β୬ will 
also go to x*. 
We derive that  
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and 
*( ) ( ) 0nf f x   ,                       (3.4) 

owing to that x* is the minimum solution. 
We plug Equation (2.10) into Equations (3.3) and (3.4) to 
imply that 
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We cancel out the common factor, *
n x  from Equation 

(3.5). Owing to * 0n x   , the direction of inequality will 

not be altered, then we obtain that 
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When n goes to infinity, α୬ goes to x* to result in 
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On the other hand, we cancel out the common factor, *
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When n goes to infinity, n  goes to x* to result in 
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We combine the results of Equations (3.8) and (3.10) to 
derive that 
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and then we find that 
* 1/3

1 1(2 / )x A B .                       (3.12) 

Therefore, we provide an algebraic method to solve the open 
question proposed by Yen [1]. 
 

IV. APPLICATION OF OUR DERIVATIONS 
 

  We recall that * * 2
0( ) ( )C x , with A1= d1, and Bଵ ൌ

2ඥdଵdଶ , and then apply our result of Equation (3.12) to 
imply that 
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Based on Equation (1.8), we obtain that 
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We recall Equation (1.4) to derive that 
* * * 2 1/3

0 1 3 2( ) ( )r C h d d d  .                (4.3) 

Our results of Equations (4.2) and (4.3) are identical to that of 
Chang and Schonfeld [7] obtained by calculus as mentioned 
in Equations (2.2) and (2.3). 
Therefore, our algebraic approach can solve the bus transit 
model proposed by Chang and Schonfeld [7]. 
 

V. A RELATED PROBLEM 
  Here, we begin to discuss the second open question that will 
be solved by our algebraic methods. We will verify the 
following identity containing two cubic roots, 

15252 33  .                     (5.1) 

without referring to the following cubic equation 

0433  xx .                               (5.2) 
We factor Equation (5.2) to imply that 

  4143 23  xxxxx .                     (5.3) 

Based on Equation (5.3), we know that 0433  xx  has 
three roots as one real root, 

1x ,                                       (5.4) 
with two complex number roots,  
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Motivated by Equation (5.1), we assume that 

y 33 5252 .                   (5.7) 

Our goal is to show that y=1. 
There are infinite combinations for  

nm ybya  ,                             (5.8) 

where a and b are integers; m, and n are positive numbers. 
If we know Equation (5.2) in advance, then our goal is 

yy 33   such that we select 1a , 3m , 3b , and 

1n , and then we evaluate yy 33   to find that 
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Owing to 
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We can further simplify the derivation of Equation (5.9) as 

433  yy .                    (5.11) 

Based on Equation (5.11), it indicates that y is a solution of  

0433  yy .  

We rewrite Equation (5.7) as 
33 2552 y ,                   (5.12) 

to indicate that 33 2552 y  is a real number. 

We refer to Equations (5.4-5.6) to find that  
1y                                   (5.13) 

that is, 

15252 33  ,                    (5.14) 

the desired result of Equation (5.1) appears. However, the 
above derivation, using Equation (5.2) as a motivation, the 
purpose of this open question is to derive Equation (5.1) 
without referring to Equation (5.2). 

This open issue had been discussed in several papers, such 
as Sofo [12], Osler [8], and Osler [13]. Intended to enhance 
the completeness of the theories in the previous papers, this 
study attempts to prove the indeterminate mathematical 
problems left. In the next section, a detailed review of the 
three papers mentioned above will be provided. 
 

VI. REVIEW OF SOFO [12], OSLER [8], AND OSLER [13] 
  Sofo [12] considered this open problem to assume that 

I 33 5252 ,                      (6.1) 

and then Sofo [12] cubed on both sides of Equation (6.1) to 
derive that 

0433  II .                             (6.2) 

Owing to 1I being the only real solution for Equation 
(6.2), Sofo [12] concluded that Equation (5.1) is proved. We 
point out that Sofo [12] had proved Equation (5.1), but Sofo 
[12] used Equation (6.2) which is identical to Equation (5.2). 
Osler [8] mentioned that let us start with the expression 

nn babax  ,                    (6.3) 

and then raise both sides of Equation (6.3) to their nth power, 
and then the Cardan polynomial,   axcCn 2,  , of degree n, 

appeared, where 
nnn bababac  2 .          (6.4) 

In the following, we will provide an example of the Cardan 
polynomial. 
For example, 3n , then 
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Based on Equation (6.5), we know the Cardan polynomial of 
degree 3 as 

  axcxxcC 23, 3
3  .                (6.6) 

When 3n , 2a , and 5b , then 1c  such that the 
above derivations of Equations (6.3-6.6) show that 

33 5252 x ,                  (6.7) 

satisfies the Cardan polynomial of degree 3, 

433  xx .                           (6.8) 

Osler [8] claimed that 433  xx  has only one real root, 

1x  to imply that 

15252 33  x .                 (6.9) 

Referring to the Cardan polynomial of degree 3, with 2a , 

and 5b , Osler [8] proved Equation (6.9) is valid which is 
the goal of this paper as Equation (5.1). 
Osler [8] proposed an open question: To verify Equation (6.9) 
without referring to Cardan polynomial of degree 3, with 

2a , and 5b , that is Equation (6.8). 
The purpose of the second part of this paper is to solve the 
open question proposed by Osler [8]. 
 
Next, we examine how did Osler [8] try to answer the open 
question that was proposed by himself. 
Osler[8] claimed that he would derive that 

2 4

2
n x x c

a b
 

  ,                  6.10) 

where 

n nx a b a b    ,             (6.11) 

and 
2nc a b  ,                       (6.12) 

We recall the derivations proposed by Osler [8] for Equation 
(6.10). Osler [8] assumed that 

ny a b  ,                      (6.13) 

and then multiply both sides of Equation (6.13) by n a b
to obtain 

ny a b c  ,                        (6.14) 

that is 

n c
a b

y
  .                        (6.15) 

Osler [8] applied Equations (6.13) and (6.15) to Equation 
(6.11) to derive that 

c
x y

y
  ,                            (6.16) 

that is 
2 0y xy c   ,                       (6.17) 

as a quadratic equation in variable y, such that 
2 4

2

x x c
y

 
 .                     (6.18) 

Osler [8] claimed that based on Equations (6.13) and (6.18), 
then Equation (6.10) is verified. 
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However, we must point out that there are two possible 
solutions for y in Equation (6.18) such that 

2 4

2

x x c
y

 
 ,                      (6.19) 

or 
2 4

2

x x c
y

 
 .                     (6.20) 

Hence, Osler [8] only found that 
2 4

2
n x x c

a b
 

  ,               (6.21) 

or 
2 4

2
n x x c

a b
 

  .               (6.22) 

Based on our findings of Equations (6.21) and (6.22), we 
show that the proof of Equation (6.10) is not finished.  
On the other hand, Osler [8] did not provide any discussion 
for the proof of  

2 4
-

2
n x x c

a b
 

                    (6.23) 

such that the proof of Equation (6.10) is far from completion 
by Osler [8]. 
Last, but not least, even though we accept that Equation (6.10) 
is valid for the moment when applying Equation (6.10), 
researchers only find that 

n na b a b x    .                (6.24) 

which is identical to Equation (6.11) so that the result of 
Equation (6.24) is true. However, the results of Equations 
(6.24) or (6.11) are useless to verify Equation (5.1). 
In Example 1 of Osler [8], he mentioned that using Equations 
(6.10) and (6.11) with n ൌ 3, a ൌ 2 , and  b ൌ 5 , and 
then c ൌ െ1 to claim that 

3 32 5 2 5 x    ,                 (6.25) 

and 
2

3 4
2 5

2

x x 
  .                (6.26) 

Osler [8] asserted that the Cardan polynomial of degree 3 as

433  xx  has a unique real root of x =1, and then he 
found that 

3 1 5
2 5

2


  .                    (6.27) 

Applying the result of Equation (5.27), Osler [8] claimed that 
he derived that 

15252 33  .               (6.28) 

We must point out that the computation in Example 1 of 
Osler [8] contained severe questionable results because he 
referred to Equation (5.2).  
On the other hand, if Osler [8] already accepted that x =1, 
then Osler [8] recalled Equation (6.25), then he directly 
verified Equation (6.28), without referring to Equation (6.27). 
Hence, we can claim that the assertion of Osler [8] to obtain 
Equation (6.10) is not valid. 
Based on the above discussion, we can say that Osler [8] 
cannot prove Equation (6.28) without referring to Equation 
(5.2). 
 

Next, we will present a review of Osler [13].  
Osler [13] studied a generalized version of the formulated 
solution for 

0233  acxx ,                      (6.29) 

under the condition, 032  cab , then a real root is 
denoted as 

33 babax  .                (6.30) 

When Osler [13] applied Equations (6.29) and (6.30) to solve 
Equation (5.2), with 2a , 5b , and 1c , Osler [13] 

obtained the solution 33 5252   and then he 

raised an open question:  
How do we use the algebraic method directly to show that 

15252 33  .                   (6.31) 

Osler [13] mentioned that “The reader might try to simplify 
this difference of two cube roots into the number 1. But all 
attempts to do this simply lead back to the original cubic 

0433  xx ." 
The discussions of Sofo [12], Osler [8], and Osler [13] related 
to examining the identity of Equation (5.1) under the 
restriction, without referring to Equation (5.2) are the original 
open question for the second part of our article. 
 

VII. MOTIVATION FOR OUR APPROACH 
  In the following, we will provide a genuine algebraic 

approach without referring to 0433  xx , which is 
Equation (5.2), to show that Equation (5.1) is valid. First, we 
will present a reasonable motivation for our approach.  
In the next section, we will assume that  

5523 ba  ,                      (7.1) 

and 

5523 ba  .                    (7.2) 

In this section, we begin to present a reasonable motivation 
for why we can assume Equations (7.1) and (7.2). 
We still assume that  

33 5252 x ,                   (7.3) 

with two auxiliary expressions, we assume that 

3 52 y ,                           (7.4) 

and 
3 52 z ,                          (7.5) 

to yield that  
zyx  .                            (7.6) 

Here, we must point out that  
0y ,                               (7.7) 

and 
0z .                               (7.8) 

We compute that 

115252 333 yz ,           (7.9) 

that is consistent with Equations (7.7) and (7.8). 
Based on Equation (7.9), we derive that  

yz 1 ,                          (7.10) 

and then we plug our findings of Equation (7.10) into 
Equation (7.6) to yield that 

y
yx

1
 .                        (7.11) 
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We rewrite Equation (7.11) in the quadratic form in the 
variable of y  to imply that 

012  xyy ,                      (7.12) 

and then it follows that 

2

42 


xx
y .                 (7.13) 

Owing to Equation  (7.7), we know that 0y  and 

  0242  xx , such that we obtain a positive 

solution as 

2

42 


xx
y .                       (7.14) 

Similarly, we use Equation (7.9) again to derive that  

zy 1 ,                             (7.15) 

and then we plug our result of Equation (7.15) into Equation 
(7.6) to derive that 

z
zx

1
 .                           (7.16) 

We rewrite Equation (7.16) in the quadratic form in the 
variable of z  to imply that 

012  xzz ,                        (7.17) 
and then it follows that 

2

42 


xx
z .                       (7.18) 

Owing to Equation (7.8), we know that 0z , and on the 

other hand, it is trivial   0242  xx , so we obtain a 

negative value of z  as 

2

42 


xx
z .                      (7.19) 

From our derivations of Equations (7.14) and (7.19), we 

know that if we assume that 
2

x
a  and 










 


5

4

2

1 2x
b , 

then use Equations (7.4) and (7.14), to obtain that  

y3 52  

2

42 


xx
 

5
5

4

2

1

2

2










 


xx  

5ba  ,                            (7.20) 
which is Equation (7.1). Moreover, using Equations (7.5) and 
(7.19), we find that 

z3 52  

2

42 


xx
 

5
5

4

2

1

2

2










 


xx  

5ba ,                              (7.21) 
which is Equation (7.2). 

Therefore, we provide a reasonable motivation for our 
assumptions of Equations (7.1) and (7.2). 
 

VIII. OUR SOLUTION APPROACH 
  We will assume the following two relationships of (8.1) and 
(8.2) to derive the desired goal of Equation (5.1). 

5523 ba  ,                      (8.1) 

and 

5523 ba  .                     (8.2) 

We cube both sides of Equations (8.1) and (8.2) to derive that 
3223 55155352 babbaa  ,       (8.3) 

and 
3223 55155352 babbaa  .       (8.4) 

We take the sum and difference of Equations (8.3) and (8.4) 
to imply that 

23 152 aba  ,                            (8.5) 
and 

32 531 bba  .                             (8.6) 
From Equations (8.5) and (8.6), we find that 

 23 15aba   0532 32  bba .              (8.7) 

We can factor the left-hand side of Equation (8.7) as 
 3223 10156 babbaa  

       41525 22 bbaba  .              (8.8) 

We observe the right-hand side of Equation (8.8) to know that 
there is a unique real coefficient relationship between a  and 

b  as 

ba  .                                    (8.9) 
We plug Equation (8.9) into Equation (8.5) to obtain that 


















 






 

16

3

4

1

2

1

8

1
2

3 aaa ,          (8.10)

 
to yield a unique real solution as  

21a ,                               (8.11) 

and then recall Equation (8.9), 

21b .                               (8.12) 

Consequently, we know that  

55.05.0523  ,                   (8.13) 

and 

55.05.0523  .                   (8.14) 

After we take the sum of Equations (8.13) and (8.14) we 
show that Equation (5.1) is valid, without referring to 
Equation (5.2). 
 

IX. APPLICATION TO SOLVE QUESTIONS IN ÇALIŞKAN [9] 
  In this section, we will study a related problem to present a 
comprehensive study for Çalışkan [9] to examine 
approximated inventory models, and then we will show that 
comparing minimum values for those approximated models 
is invalid to choose the best-approximated inventory model. 
We need the following extra notation to discuss Çalışkan [9]. 
c:  is the unit cost per item. 
D:  is the demand per unit of time. 
is the holding cost per item per unit of time, with H :ܪ ൌ ic. 
N: is the number of intervals (cycles) per unit time with 

N=1⁄T. 
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Q:  is the ordering quantity. 
S:  is the ordering cost per order. 
T:  is the time between consecutive orders. 
T1: is the time when the inventory level drops to zero. During 

[T1, T], the shortages occur. 
δ: is the rate of deterioration per unit of the item per unit 

time. 
For an inventory system with setup cost, purchasing cast, and 
holding cost, as mentioned in Ghare and Schrader [14], the 
average cost is derived as follows, 

1 2
( ) ( 1) ( 1 )T Ts cD DH

AC T e e T
T T T

  
 

         (9.1) 

and then Ghare and Schrader [14] constructed a simplified 
inventory model to locate an optimal solution in a 
closed-form expression. 
Ghare and Schrader [14] used the first three terms of Taylor's 
series expansion for the exponential function to simplify the 
ordering quantity as 

2

( 1) ( )
2

TD T
Q e D T 


                 (9.2) 

and then Ghare and Schrader [14] computed the holding cost 
of  Q ൌ DT൫1 ൅ ሺδT 2⁄ ሻ൯ for the  entire replenishment cycle 
[0, T] to find an over-estimated holding cost as  

2

( )
2

T
HD T T


 ,                            (9.3) 

and then the average holding cost is derived as 
2

( )
2

T
HD T


 .                              (9.4) 

We know that the exact average purchasing cost is expressed 
as 

(0)
( 1)TI cD

c e
T T




  .                       (9.5) 

Applying the estimation of Equation (9.2), Ghare and 
Schrader [14] obtained an estimated average purchasing cost 
as 

(1 )
2

T
cD


 .                               (9.6) 

Based on our above discussion, Ghare and Schrader [14] 
obtained their approximated inventory system, 

2
2 ( )

2 2

s c D DH
AC T cD T DHT T

T

 
     ,     (9.7) 

that had appeared in Çalışkan [9]. 
The closed-form minimum solution of AC2(T) is the roots of a 
cubic polynomial and then Çalışkan [9] showed an implicit 
expression, 

( 2 )
2

s
T

c H D
H DT

 





.                     (9.8) 

Çalışkan [9] constructed the next approximated inventory 
system, 

2

3

[ ( )2 ]
( )

2 2

s c r H DT H DT
AC T cD

T

 
    .   (9.9) 

In Çalışkan [9], he did not inform readers how did he locate 
the minimum solution for his approximated inventory system 
AC2(T). 
Moreover, Çalışkan [9] claimed that the exact total cost 
function for the deteriorating items EOQ problem can be 
derived as 

2

4 ( ) ( , ) ( )
Cq S rc

AC T TC Q T HQ Q DT
T T


     , (9.10) 

where ( 1)TD
Q e


  . 

Similarly, concerning to AC4 (T), Çalışkan [9] did not tell 
researchers how to derive the minimum solution. 
At last, motivated by Widyadana et al. [15], Çalışkan [9] 
developed another approximated inventory system,  

5

( )
( ) (2 )

2

S D Q
AC Q H rc

Q


   .                (9.11) 

The optimal solution of AC5 (Q) is obtained as 

* 2 ( )

2

S D
Q

H rc





.                         (9.12) 

In Tables 1 and 2 of Çalışkan [9], he showed the minimum 
points of AC2(T), AC3(T), AC4(T), and AC5(Q) as T2

*, T3
*, T4

*, 
and Q5

*, respectively, and then he computed AC2(T2
*), 

AC3(T3
*), AC4(T4

*), and AC5(Q5
*) to list them in Tables 1 and 

2 of Çalışkan [9]. 
We will show that those comparisons are useless.  
Consequently, we will not cite Tables 1 and 2 of Çalışkan [9] 
in our paper to avoid wasting the precious space of this 
journal. 
Our goal is to point out that after finding T2

*, T3
*, T4

*, and Q5
*, 

researchers should plug into a genuine inventory system, for 
example, AC1(T), and then compare values of AC1 (T2

*), 
AC1(T3

*), AC1(T4
*), and AC1(Q5

*) to decide among four 
approximated inventory systems, AC2(T), AC3(T), AC4(T), 
and AC5(Q), which one can provide the best estimated 
minimum value. 
 
If we assume that the genuine inventory system has the 
following expression, 

6 2

( )
( ) ( 1) ( 1 )T Ts cD D H rc

AC T e e T
T T T

  
 


      ,     (9.13) 

We construct four approximated inventory systems as 
follows: 

7 2

( )
( ) (0.9)( 1) ( 1 )T Ts D H rc

AC T e e T
T T

  



      ,     (9.14) 

8 2

( )
( ) (1.1)( 1) ( 1 )T Ts D H rc

AC T e e T
T T

  



      ,     (9.15) 

9 2

( )
( ) ( 1) (0.9) ( 1 )T Ts cD D H rc

AC T e e T
T T T

  
 


      ,  (9.16) 

and 

10 2

( )
( ) ( 1) (1.1) ( 1 )T Ts cD D H rc

AC T e e T
T T T

  
 


      .  (9.17) 

 
After we develop ACj (T), for j=7,8,9, and 10, we give a 
family of parameters, S=100, δ=0.05, r=0.01, D=1000, c=10, 
i=0.2, and H=ic, and then we begin to find the minimum 
solution for ACj (T), denoted as Tj

*, for  j=7,8,9, and 10 to list 
them in the next table 1. 
Based on Table 1, we claim that 

TC7(T7
*)< TC8(T8

*)< TC9(T9
*)< TC10(T10

*).            (9.18) 
From the construction of Equations (9.14-9.17), we 
immediately know that 

TC7(T7
*)< TC8(T8

*),                       (9.19) 
 and 

TC9(T9
*)< TC10(T10

*).                       (9.20) 
We put the results of Equations (9.18-9.20) together to reveal 
that  cD൫eஔT െ 1൯ δT⁄  is the dominated term, and  
DሺH ൅ rsሻ൫eஔT െ 1 െ δT൯ δଶT⁄  is the liberated term, that is,
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Table 1. Comparison among Tj
* and ACH (Tj

*), for  j=7,8,9, and 10. 
 

T7
* T8

* T9
* T10

* AC7(T7
*) AC8(T8

*) AC9(T9
*) AC10(T10

*)
0.2788 0.2735 0.2877 0.2656 9715.81 11729.68 10693.04 10751.33 

 

2

( )
( 1 ) ( 1)T TD H rc cD
e T e

T T
 

 


    ,         (9.21) 

because AC7 reduces the dominated term, and AC8 increases 
the dominated term. 
 
However, in the following, we will point out that the 
comparisons of Equation (9.18) did not provide an answer to 
the most important question: which approximated system can 
generate the best-approximated minimum solution? 
 
On the other hand, we can estimate the second term of AC6 as 
follows, 

( 1) ( ) 1000TcD cD
e T CD

T T
 

 
    ,                (9.22) 

and estimate the third term of AC6 as follows, 
2 2

2 2

( ) ( )
( 1 ) ( ) ( ) 283.5

2 2
TD H rc D H rc T T

e T D H rc
T T

 
 
 

     
 
(9.23) 

in Equation (9.22), where we estimate T≈0.27. 
 
We can conclude the results of Equation (9.21) directly by 
observing our estimations of Equations (9.22) and (9.23) 
without computing ACj (Tj

* ) for j=7,8,9, and 10. 
 
Hence, we can say that numerical comparisons among 
approximated models are a little useful because Table 1 only 
tells us some information that can be obtained by other easy 
methods, but those comparisons did not tell us among Tj

* for 
j=7,8,9, and 10 which one provides the best approximation.  
 
Researchers should compute AC6 (Tj

*), for j=7,8,9, and 10 to 
compare them to decide which approximated system can 
generate an accurate estimation for the original inventory 
model. 
Hence, we improve Table 1 to the desired comparisons as to 
the Table 2. 
 
Based on Table 2, we observe that 

AC6(T8
*)< AC6(T7

*)< AC6(T10
*)< AC6(T9

*),       (9.24) 
to indicate that based on the approximated system AC8(T) can 
generate the best-approximated estimation, T8

*. 
 
We recall that AC8(T8

*) is the maximum among 

 *( ) : 7,8,9 and 10j jAC T  . Hence, Based on Table 1, we 

cannot expect that researchers dare to predict that TC8 (T) 
will produce the best-approximated solution, T8

*. 
 
Moreover, we can say that under the setting of parameters 
with S=100, δ=0.05, r=0.01, D=1000, c=10, i=0.2, and H=ic, 
the numerical comparisons in Table 2 can also imply that 

2

( )
( 1 ) ( 1)T TD H rc cD
e T e

T T
 

 


   
,             (9.25) 

without referring to numerical comparisons in Equations 
(9.22) and (9.23), because if we derive an optimal solution for 

the approximated system with the dominated term then the 
resulting cost will be smaller than those approximated 
systems with the liberated term. 
From the above discussions, we demonstrate the usefulness 
to compute Tj

* and then compare AC6(Tj
*), for  j=7,8,9, and 

10. 
X. FURTHER STUDY FOR ÇALIŞKAN [10] 

    A recently published paper, Çalışkan [10] discussed 
inventory systems that had been studied by Cárdenas-Barrón 
[3], Chang et al. [5], and Luo and Chou [6]. Except for the 
notation used in Section IX, we need other expressions in the 
following, 
b: is the cost of backorder per unit per unit time. 
B: is the number of units to backorder in each production 

cycle. 
h: is the cost of inventory holding per unit per unit time. 
K: is the cost of setup per production batch. 
Q: is the economic production quantity. 
I୫ୟ୶: is the maximum inventory level. 
 
The objective function examined by Cárdenas-Barrón [3], 
Chang et al. [5], Luo and Chou [6], and Çalışkan [10] is 
denoted as follows, 

CሺB, Qሻ ൌ cD ൅
KD

Q
൅

୦ρQ

ଶ
െ hB ൅

୦ାୠ

ଶρQ
Bଶ,   (10.1) 

with an abbreviation, 
ρ ൌ ሺP െ Dሻ P⁄ .                           (10.2) 

Cárdenas-Barrón [3] rewrote Equation (10.1) as 

CሺB, Qሻ ൌ cD ൅
D

஡Q
ቂ
ୠ

ଶD
Bଶ ൅

୦

ଶD
ሺρQ െ Bሻଶ ൅ ρKቃ.   (10.3) 

Based on 

1 ൌ
ୠ୦

ୠሺୠା୦ሻ
൅

ୠ୦

୦ሺୠା୦ሻ
,                        (10.4) 

Cárdenas-Barrón [3] obtained that 

ρK ൌ
ଶୠ୦஡DK

ଶ୦ሺୠା୦ሻD
൅

ଶୠ୦஡DK

ଶୠሺୠା୦ሻD
.                  (10.5) 

Cárdenas-Barrón [3] plugged Equation (10.5) into Equation 
(10.3), and completed the square for the following two items, 

ୠ

ଶD
Bଶ ൅

ଶୠ୦஡DK

ଶୠሺୠା୦ሻD
ൌ

ୠ

ଶD
൬B െ ට

ଶ஡୦DK

ୠሺୠା୦ሻ
൰
ଶ

൅
ୠ

D
Bට

ଶ஡୦DK

ୠሺୠା୦ሻ
 ,   (10.6) 

and 
୦

ଶD
ሺρQ െ Bሻଶ ൅

ଶୠ୦஡DK

ଶ୦ሺୠା୦ሻD
, 

ൌ
୦

ଶD
൬ρQ െ B െ ට

ଶ஡ୠDK

୦ሺୠା୦ሻ
൰
ଶ

൅
୦

D
ሺρQ െ Bሻට

ଶ஡ୠDK

୦ሺୠା୦ሻ
.  (10.7) 

Owing to  
ୠ

D
Bට

ଶ஡୦DK

ୠሺୠା୦ሻ
൅

୦

D
ሺρQ െ Bሻට

ଶ஡ୠDK

୦ሺୠା୦ሻ
, 

ൌ ට
ଶ஡ୠ୦DK

ሺୠା୦ሻ

஡Q

D
.                           (10.8) 

Cárdenas-Barrón [3] derived  

CሺB, Qሻ ൌ cD ൅
ୠ

ଶD
൬B െ ට

ଶ஡୦DK

ୠሺୠା୦ሻ
൰
ଶ

, 

൅
୦

ଶD
൬ρQ െ B െ ට

ଶ஡ୠDK

୦ሺୠା୦ሻ
൰
ଶ

൅ ට
ଶ஡ୠ୦DK

ሺୠା୦ሻ
.    (10.9)

 
Table 2. Comparison among Tj

* and AC6 (Tj
*), for j=7,8,9, and 10. 

T7
* T8

* T9
* T10

* AC6 (T7
*) AC6 (T8

*) AC6 (T9
*) AC6 (T10

*) 
0.2788 0.2735 0.2877 0.2656 10722.8090 10722.8077 10723.3939 10723.3189
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Therefore, Cárdenas-Barrón [3] claimed that 

Bכ ൌ ට
ଶ஡୦DK

ୠሺୠା୦ሻ
,                            (10.10) 

Qכ ൌ
ଵ

஡
൬Bכ ൅ ට

ଶ஡ୠDK

୦ሺୠା୦ሻ
൰,                  (10.11) 

and 

CሺBכ, Qכሻ ൌ cD ൅ ට
ଶ஡ୠ୦DK

ሺୠା୦ሻ
.               (10.12) 

The above algebraic approach is too sophisticated that is too 
difficult for common practitioners to image Equations (10.4) 
and (10.5). Hence, Ronald et al. [4] tried to provide a 
two-stage solution procedure. However, Chang et al. [5] 
pointed out that the two-stage solution procedure proposed 
by Ronald et al. [4] is still too complicated for ordinary 
readers, and then Chang et al. [5] developed the following 
solution method. 
Chang et al. [5] rewrote Equation (10.1) as 

CሺB, Qሻ ൌ cD ൅
KD

Q
൅

୦ρQ

ଶ
, 

൅
୦ାୠ

ଶρQ
ቀBଶ െ

ଶρQ

୦ାୠ
hBቁ.                      (10.13) 

Chang et al. [5] completed the square for the variable, B, then 

CሺB, Qሻ ൌ cD ൅
KD

Q
൅

୦ρQ

ଶ
, 

൅
୦ାୠ

ଶρQ
ቀB െ

ρQ

୦ାୠ
hቁ

ଶ
െ

஡୦మQ

ଶሺ୦ାୠሻ
,               (10.14) 

and then they simplify the expression of Equation (10.14) to 
obtain that 

CሺB, Qሻ ൌ cD ൅
KD

Q
൅

୦ୠρQ

ଶሺ୦ାୠሻ
൅

୦ାୠ

ଶρQ
ቀB െ

ρQ

୦ାୠ
hቁ

ଶ
.    (10.15) 

Chang et al. [5] completed the square for the variable, Q, then 

CሺB, Qሻ ൌ cD ൅ ൬ට
KD

Q
െ ට

୦ୠρQ

ଶሺ୦ାୠሻ
൰
ଶ

, 

൅
୦ାୠ

ଶρQ
ቀB െ

ρQ

୦ାୠ
hቁ

ଶ
൅ 2ට

KD

Q
ට

୦ୠρQ

ଶሺ୦ାୠሻ
.        (10.16) 

Based on Equation (10.16), Chang et al. [5] derived the same 
optimal solutions for the economic production quantity, the 
backorder quantity, and the minimum cost. 
Chang et al. [5] raised an open question as follows. 
If they first completed the square for the variable, Q, then 

CሺB, Qሻ ൌ cD ൅
ଵ

Q
ቀKD ൅

୦ାୠ

ଶρ
Bଶቁ ൅

୦ρQ

ଶ
െ hB, 

ൌ cD ൅ 2ටቀKD ൅
୦ାୠ

ଶρ
Bଶቁට

୦ρ

ଶ
൅ െhB, 

൅ቆට
ଵ

Q
ቀKD ൅

୦ାୠ

ଶρ
Bଶቁ െ ට୦ρQ

ଶ
ቇ
ଶ

.          (10.17) 

Based on Equation (10.17), Chang et al. [5] claim that 

QכሺBሻ ൌ ටቀKD ൅
୦ାୠ

ଶρ
Bଶቁ

ଶ

୦஡
,                 (10.18) 

and the remaining minimum problem, 

C൫B, QכሺBሻ൯ ൌ cD ൅ ඥ2hρKD ൅ hሺh ൅ bሻBଶ െ hB.  (10.19) 
Referring to Equation (10.19), Chang et al. [5] raise the 
following open question: 
How to solve the minimum problem of fሺBሻ with 

fሺBሻ ൌ ඥሺ1 ൅ αሻBଶ ൅ β െ B,                (10.20) 
with α ൐ 0, β ൐ 0, α ൌ b h⁄ , and β ൌ 2ρKD h⁄ . 
Later, Lau et al. [11] generated the minimum problem of 
Equation (10.20) as follows, 

fሺxሻ ൌ √axଶ ൅ bx ൅ c െ x,                 (10.21) 
for x ൐ 0, to find the criterion among parameters a, b and c. 
Chiu et al. [16] pointed out that the generalized minimum 
problem proposed by Lau et al. [11] did not answer by 
themselves.  

Luo and Chou [6] first showed that the solution procedure of 
Chiu et al. [16] is still questionable, and then presented their 
revisions. 
Recently, Çalışkan [10] mentioned that he developed a new 
approach to solving the open question proposed by Lau et al. 
[11]. 
We recall his lemma 1 that fሺxሻ  has a unique interior 
minimum solution only if axଶ ൅ bx ൅ c has at most one real 
root. 
In his proof, we cite that "To be convex".  
Çalışkan [10] added another restriction for the minimum 
problem proposed by Lau et al. [11] which is fሺxሻ being a 
convex function. 
We will construct an example to illustrate that "To be 
convex" is not a good research direction. 
We assume that a ൐ 1, b ൌ 0, and c ൌ 0, then 

fሺxሻ ൌ ൫√a െ 1൯x,                     (10.22) 
for x ൐ 0.  
fሺxሻ is a convex function, but the minimum problem of fሺxሻ 
does not have a solution, because when x ൐ 0, then 

fሺxሻ ൐ ݂ ቀ
୶

ଶ
ቁ ൐ 0 ൌ lim୶՜଴ fሺxሻ,                  (10.23) 

such that if xכ is the minimum point, then 

fሺxכሻ ൐ ݂ ቀ
୶כ

ଶ
ቁ ൐ 0,                      (10.24) 

to imply that fሺxכሻ is not the minimum value. 
Based on our example, we show that discussing the convex 
property is useless to answer the open question proposed by 
Lau et al. [11]. 
Moreover, Çalışkan [10] considered the following inequality: 

2axଵxଶ ൅ bሺxଵ൅xଶሻ ൅ 2c, 
൑ 2ඥሺaxଵ

ଶ ൅ bxଵ ൅ cሻሺaxଶ
ଶ ൅ bxଶ ൅ cሻ.       (10.25) 

and an auxiliary function, hሺxଵ, xଶሻ, with 
hሺxଵ, xଶሻ ൌ 2axଵxଶ ൅ bሺxଵ൅xଶሻ ൅ 2c.       (10.26) 

Çalışkan [10] assumed that hሺxଵ, xଶሻ ൒ 0 , and then he 
squared both sides of Equation (10.25) to verify hie lemma 1. 
We must claim that adding another condition by Çalışkan [10] 
is against the purpose of Lau et al. [11]. 
On the other hand, Lau et al. [11] tried to find conditions for 
parameters a, b, and c, and then the minimum problem of fሺxሻ 
can be solved. 
Çalışkan [10] did not discuss the conditions for parameters a, 
b and c. On the other hand, he directly assumed hሺxଵ, xଶሻ ൒ 0 
without any supported explanation which is violated 
academic principles. 
The proper solution procedure is to divide into two cases: 
Case (a): For those ሺxଵ, xଶሻ, satisfying hሺxଵ, xଶሻ ൒ 0; 
Case (b): For those ሺxଵ, xଶሻ, satisfying hሺxଵ, xଶሻ ൏ 0. 
 
Under Case (a), researchers can apply the square operation on 
both sides of Equation (10.25). 
Otherwise, for Case (b), a new solution procedure must be 
developed by Çalışkan [10]. 
 

We check the convex property of fሺxሻ if and only if 
ୢమ୤

ୢ୶మ
൒ 0. 

We recall fሺxሻ of Equaiton (10.21), then 
ୢమ୤

ୢ୶మ
ൌ

ସୟୡିୠమ

ସሺୟ୶మାୠ୶ାୡሻయ మ⁄ .                        (10.27) 

We derive that fሺxሻ is a convex function if and only if 
4ac െ bଶ ൒ 0.                         (10.28) 

On the other hand, we recall the findings of Luo and Chou [6] 
to know the following theorems for parameters: 
a ൐ 1, and c ൐ 0, 
If b ൒ 0, then 
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4c ൐ bଶ;                             (10.29) 
If b ൏ 0, then 

4ሺa െ 1ሻc ൐ bଶ.                         (10.30) 
 
When b ൒ 0, owing to a ൐ 1 and Equation (10.29), we find 
that 

4ac ൐ 4ܿ ൐ bଶ.                             (10.31) 
When b ൏ 0, using Equation (10.30), we obtain that 

4ac ൐ 4ሺa െ 1ሻc ൐ bଶ.                       (10.32) 
We combine the results of Equations (10.31) and (10.32), and 
then we derive that 

4ac ൐ bଶ.                             (10.33) 
We obtain a result that is stronger than "convex" such that 
"strictly convex" is needed. Therefore, in Çalışkan [10], he 
only considered "convex" which is not enough. 
 

XI. REAL-LIFE IMPLICATION AND MANAGERIAL INSIGHTS 
  Studying inventory systems by algebraic methods can help 
those researchers who are not familiar with the expertise of 
calculus and differential equations. Some researchers using 
calculus treated the real world as a continuous environment 
and then they can take derivatives and integrations to solve 
the modularized system that was a reflection of the real-world 
instance. However, during the modularized process, many 
complicated issues must be simplified or overlooked to 
achieve a tractable system. Consequently, many beautiful 
relations and lengthy derivations did not have practical 
applications. On the contrary, many researchers tried to build 
complex models to include many variables and many 
conditions to approximate the genuine world as much as 
possible. Consequently, seldom researchers can solve their 
chaos and mythical system, and then they applied numerical 
approaches to derive a result that declared their findings are 
the best result for the time being. However, those 
complicated models still cannot have practical applications 
owing to their parameters are (a) constant, (b) vector values, 
(c) stochastic data, and (d) fuzzy numbers that cannot 
describe the real-world instance and only stand for a glance 
of the genuine world. 
We recall that Cárdenas-Barrón [3] followed Grubbström and 
Erdem [2] to apply algebraic methods to solve the optimal 
solution for inventory models. Ronald et al. [4] pointed out 
that Cárdenas-Barrón [3] already knew the final result in 
advance, and then developed his algebraic approach which is 
elegant but beyond the imagination of ordinary researchers. 
Chang et al. [5] claimed that the solution procedure of Ronald 
et al. [4] was too complicated and then Chang et al. [5] 
provided a revised method. At the end of their paper, Chang 
et al. [5] proposed an open question for a minimum problem 
related to a square root of a quadratic polynomial by 
algebraic solutions. Lau et al. [11] tried to solve the open 
question raised by Chang et al. [5]. Chiu et al. [16] mentioned 
that the solution approach proposed by Lau et al. [11] 
contained severe doubtful derivations and then presented 
improvements. Luo and Chou [6] claimed that there are still 
suspicious findings in Chiu et al. [16] and then Luo and Chou 
[6] offered an algebraic method to solve the open question. 
Yen [1] observed the list of papers of Cárdenas-Barrón [3], 
Ronald et al. [4], Chang et al. [5], Lau et al. [11], Chiu et al. 
[16], and Luo and Chou [6] to assert that those previously 
published algebraic methods are too sophisticated to reflect 

the true meaning of the intuitive spirit of an algebraic method 
such that Yen [1] constructed a new procedure to answer the 
open question proposed by Chang et al. [5]. Moreover, at the 
end of Yen [1], he also raised another open question for 
future researchers. Our derivation shows the true spirit of the 
algebras to approximate the genuine world as much as 
possible. Based on the above discussion, we can say that 
algebraic approaches look simple but still contain many 
mathematical skills that are deserved to be investigated by 
future practitioners.  
    Up to now, verifying Equation (4.1) without referring to 
Equation (4.2) does not have an apparent real-world 
application. However, many scientific advances did not have 
immediate usefulness in their pioneering period. After many 
improvements by several generations, some theoretical 
results have their real-world application. We still believe that 
our results will be blooms and outgrowth in the future. Six 
related papers are worthy to mention: Othata, and Pochai [17], 
Ramirez-Juidias et al. [18], Meng et al. [19], Challita and 
Abdo [20], Zhao et al. [21], and Alaoui and Ettaouil [22] to 
help researchers realize the current research trend. 

 
XII. CONCLUSION 

  We provide a positive answer to the open question proposed 
by Yen [1]. Our algebraic method will help researchers to 
realize the material discussed in Yen [1] concerning algebraic 
approaches. Moreover, we study another open question 
proposed by Osler [8] to obtain a pure algebraic method to 
derive the desired identity that satisfies the restriction 
proposed by Osler [8, 13]. We also show that comparisons 
among minimum values of several approximated inventory 
models in Çalışkan [9] do not provide meaningful results. 
The revised method should be plugged into the original 
model to compare those values to decide the 
best-approximated inventory model. Last, but not least, we 
point out questionable findings in Çalışkan [10] to show that 
"convex property" is not enough for the open question 
proposed by Lau et al. [11]. Our solution approach will help 
researchers in the future to solve operational research 
problems with algebraic skills. 
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