
 

   
Abstract—Addressing the problem that the human body is 

difficult to be correctly identified in the process of falling, this 
study proposes an Attention Mechanism and Time Series MLP 
(AT-MLP) model. To realize the capture of body features 
during the state and process of the fall of the human body, the 
time series is combined in the submodule. Thus, the subspace 
Angle Time Series algorithm (ATS) and the subspace Angle 
Difference-value Time Series algorithm (ADTS) are designed. 
The AT-MLP stage composed of Convolutional Block 
Attention Module (CBAM) and MLP blocks is constructed in 
the model to strengthen the relation between the time and 
space dimensions. Comparing with other methods on the Le2i 
Fall detection Dataset (LFDD) to verify the effectiveness of the 
AT-MLP model, the experimental results show that the 
AT-MLP model effectively improves the detection efficiency of 
human falls and has strong generalization ability. 
 

Index Terms—AT-MLP, Fall Detection, Subspace Node 
Angle, Time Series 
 

I. INTRODUCTION 
ITH the continuous development of computer 

technology, video-based behavior recognition has 
achieved rapid progress. Fall detection has always been a 
major topic in the study of abnormal human behavior. The 
application of computer technology on human fall detection 
presents a significant scientific research value and reality 
significance [1]. The methods of human fall detection are 
roughly divided into two categories: The first is fall 
detection based on spatial information collected by external 
sensors. The second is to use the human keypoints detection 
to determine whether the human body is in a fall state [2]. 
Because the information collected by the sensor is quite 
different from the external situation, the detection accuracy 
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is low [3-5]. Most of the mainstream methods use human 
key point detection. 

Recently, the majority of studies are based on the human 
pose, geometric shape information [6]-[8], and the 
background of the moving object for pose extraction to 
achieve the purpose of fall detection. For example, Hua et al.  
used keypoints vectorization method was exploited to 
eliminate irrelevant information in the initial coordinate 
representation. Then, the observed keypoint sequence of 
each person was input to the pose prediction module adapted 
from sequence-to-sequence (seq2seq) architecture. By 
predicting the sequence of key points in the future, it is 
possible to judge whether a person falls or not [9]. Chua et 
al. [10] proposed to divide the human body into three parts: 
head, torso, and feet, and detect the falls by analyzing the 
shape changes of the human silhouettes. Fan et al., proposed 
a difference score method (DSM) based on adjacent 
dynamic images in the temporal sequence [11], which 
converts the four stages of falls (standing, falling, fallen and 
not moving) into four categories. Rougier et al. [12] 
suggested fitting the shape of the human body in the video 
sequence by fitting an ellipse and subsequently tracking 
whether the human silhouette falls. Agrawal et al. [13] 
proposed an improved Gaussian mixture model background 
subtraction method, which calculates the aspect ratio and 
midpoint distance of the human body to determine whether 
it falls. Sun et al. [14] suggested a hierarchical feature 
detection algorithm based on an improved GMM 
background update. According to the sensitivity judgment of 
each feature to different states of the human body, the 
features of the height ratio of the human body centroid and 
the rectangular aspect ratio were used to analyze the 
distinguished human behavior. Chamle et al. [17] used the 
Adaboost classifier to classify the data and judge the falling 
behavior of the human body. Poonsri et al. [18] employed a 
mixture of the Gaussian model (MoG) and background 
subtraction with an average filter model, combine the 
Principal Component Analysis (PCA) of human silhouettes 
for feature extraction. Alaoui et al. [19] introduced the 
optical flow algorithm to estimate the speed and direction of 
human movement. The implementation of these methods is 
based on the Le2i Fall detection Dataset (LFDD), but the 
accuracy and generalization ability still need improvement. 
Although a two-class SVM classifier and a Long 
Short-Term Memory (LSTM) were trained using the angle 
information between the vectors formed by the frames of the 
video sequence [15] to discriminate between fallen and 
unfallen states, these methods lack the ability to capture the 
characteristics of the human body in the process of falling, 
and still, show the problem of high false detection rate. 

To solve the above-mentioned issues, this study proposes  
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Fig. 1. Overall architecture of the model 
 

a new detection model (AT-MLP), designs ATS and 
ADTS algorithms, and constructs an AT-MLP stage with 
CBAM blocks in the model. The ATS and ADTS algorithms 
use the abscissa and ordinate of the subspace nodes 
extracted by the OpenPose network, and calculate the node 
angle to construct a multi-dimensional feature matrix with 
time series, so that the spatiotemporal feature capture of the 
detected object is clearer during the falling process. 
Simultaneously, the AT-MLP stage module effectively 
assigns channel weights, extracts key information from 
different channels, and focuses on capturing temporal and 
spatial feature values. The experimental results show that 
the AT-MLP model has a significantly superior performance 
and generalization ability, and the accuracy rate reaches 
96.21%. Compared with various methods [15], [17]-[19] 
under the same dataset, the prediction ability and detection 
accuracy of the model have been effectively improved. 

 

II. METHOD 

A. Architecture 
This study is based on the AT-MLP model, using the 

OpenPose network to extract the joint points of the skeleton, 
and performing fall recognition on the extracted joint point 
information. This model mainly includes three parts: a 
feature stage, Conv Stage and AT-MLP stage, which can 
extract temporal feature information and effectively interact 
with spatial information. The recognition effect of low-level 
features such as the edge or texture background is obvious, 
and the architecture is shown in Figure 1. 

In the process of human fall detection, it is necessary to 
perform frame extraction processing on the fall video, input 
the processed image into the OpenPose network for 
extraction of the skeleton joint points, select subspace nodes, 
and construct the subspace node angle matrix and transmit it 
to the AT-MLP model. In this setting, the subspace node 
angle matrix was firstly input into the feature module 

composed of ATS and ADTS, which focuses on capturing 
the features of the human fall and its process, forming a 
fall-prediction mechanism and inputting it to the Tokenizer 
module of the model in the form of a feature matrix. Note 
that the Tokenizer module contains three convolution blocks 
formed by 3 3×  convolution, batch normalization, and 
Rectified Linear Units (ReLU) activation functions, as well 
as a maximum pooling layer. In the Conv Stage, multiple 
convolution blocks were present. After the input features 
were obtained, the residual path was used to add the input 
and output features to facilitate the interaction of spatial 
information. In the AT-MLP stage, the attention weights 
were sequentially inferred along the two dimensions of 
space and channel and then multiplied with the original 
feature map. Adaptive adjustment of the obtained features, 
and the 1 1×  convolution was used to stack the 
convolutions. Local information interaction was carried out 
in a layer-by-layer manner. 
 

B. ATS 
The ATS algorithm is based on the calculation of the 

human subspace node angle and time series. Firstly, the 
video frame was extracted and identified by the OpenPose 
network and detected the same joint point at multiple 
consecutive time points. The coordinate iPoint is shown in 
Formula (1): 

 ( ) ( ) ( )1 1 1 1 2 2 2 2{ , , , , , , , , , }n n ni nT x y t T xP y tn T x toi t y= = = =
 (1) 

where i represents the selected bone joint point. 
Regarding time series, that is, Univariate Time Series (UTS), 
as shown in Formula (2): 
 ( )1 2, , , , ,t TUTS uts uts uts uts=    (2) 

where t represents the time of the time interval, T 
represents the end time, tust  represents the observation 
value at time t, and the range of t is 1 t T≤ ≤ . 

Integrate iPoint  with time series to iPoint′ , is as shown 
in Formula (3): 
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where m represents the number of picture frames 
contained in a single time series, and n represents the 
number of time series. 

Divide the whole data into n blocks, calculate the angle 
for each time series block, and build the subspace node 

,k tangle , as shown in Formula (4): 
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Among them, the subspace node angle is defined as an 
array ,k tangle , which contains all the angle information of 
the k subspace nodes selected at time t. ,i j  are the serial 
numbers corresponding to the selected different joint points, 

, (1)i tT  and , (2)i tT are the abscissa and ordinate of the 
selected associative subspace nodes, and the subspace angle 
information in the video is obtained based on the ,k tangle . 

Integrate ,k tangle  with time series to construct a single 
block feature matrix S that reflects the changes of ,k tangle  
in time order, as shown in Formula (5): 
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where i and j are the corresponding start and end 
coordinates of the time series block Point′ , respectively. 
All the obtained single block feature matrices are spliced to 
form an n-dimensional feature matrix L, as shown in 
Formula (6): 
 ( )1, ,1 1,2 ,2 ( ) 1, ,, , ,i i i k i k tL S S S+ − +=   (6) 

 

C. ADTS 
Considering the difference between the human body's 

falling state and process, the ADTS algorithm has a clear 
recognition effect on the falling process, realizes the 
prediction of the falling action, and makes the feature 
change smoother. First, take the angle difference between 
the current sequence moment t and the previous moment 

1t −  as ,k tangle∆ : 
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where ,k tangle∆  is the angle change difference of the 
selected k-th subspace node at time t, ,k tangle∆ and 

, 1k tangle −∆  represent the angle values at time t and 1t −  
of the k-th subspace node, respectively. 

Since tPoint′  contains k frame images, the calculated 

,k tangle∆  contains 1t −  data. To solve the problem of the 
difference between the two dimensions, add the ,1kangle∆  
to the sequence in front of ,2kangle∆  in the form of 
padding, and assign it to 0, so that the two dimensions are 
the same. Get the feature matrix M with the time dimension: 
 ,1 ,2 ,3 ,k k k k tM angle angle angle angle = ∆ ∆ ∆ ∆ 

 (8) 

M is divided into blocks by column, the dimensions are 
consistent with the ATS feature matrix, and the divided 
matrix ,i jM  is obtained: 
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where i and j are the corresponding start and end 
coordinates of the time series block Point′ , respectively. 

The segmented ,i jM  and ATS feature matrix are 
concatenated to form a new feature matrix F with the 
features of the falling process, which is expressed as: 
 ( ) ( )ij ijF ATS angle ADTS angle= ⊕  (10) 

Input the calculation results of ATS and ADTS into the 
Tokenizer module of the AT-MLP model to capture the 
posture features during the falling state and process. The 
expansion of the feature matrix F is shown in Formula (11): 
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 (11) 

The sequence features are obtained according to the trend 
features of the time series, and the feature points of the time 
series variable dimension are extracted in combination with 
the feature stage. The feature extraction is shown in Figure 
2. 

 
Fig. 2. Schematic diagram of feature points extraction 
 

D. AT-MLP Stage 
The AT-MLP stage consists of the CBAM and MLP 

blocks. Due to the lack of consideration of the feature space 
dimension and the correlation between channels in the 
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model, the extracted feature relation was insensitive. To 
better adapt to the subspace node information processed by 
ATS and ADTS, CBAM was introduced to enhance the 
feature association between space and time. CBAM includes 
two blocks, the Channel Attention Module (CAM) and 
Spartial Attention Module (SAM), which can focus local 
information on the two parts of the spatial and channel 
dimensions, respectively. The CBAM network structure is 
shown in Figure 3. 
 

 
Fig. 3. CBAM network structure diagram 

 
The CAM performed Global Maximum Pooling and 

Global Average Pooling on the input matrix, allowing the 
network to pay more attention to major feature maps. After 
the feature maps were obtained, they were passed to the 
shared fully connected layer. Before the Sigmoid activation 
operation, the output of feature values by the shared fully 
connected layer was added based on element-wise, and 
finally, the multiplication based on element-wise was 
performed to generate the input features required by the 
block. The calculation Formula is: 
 1 0 1 0( ) ( ( ( )) ( ( ( )))C C

c avg maxM F W W F W W Fσ= +  (12) 
where σ  represents the Sigmoid operation. The channel 

attention mechanism assigns different weights to each 
channel, learning the importance of different channels. 

The input of the SAM is the output of the CAM. After 
Global Maximum Pooling and Global Average Pooling 
operations, concatenate channel features and 
7 7× convolutions were performed for dimensionality 
reduction. Finally, after processing by the Sigmoid, the 
multiplication operation was performed directly. The 
calculation Formula is: 
 7 7( ) ( ([ ; ))m

S S
axs avgM F f F Fσ ×=  (13) 

where 7 7f ×  represents the 7 7×  convolution operation. 
The spatial attention mechanism performs corresponding 
spatial transformation in the image spatial domain 
information, so that key information is extracted. 

In the AT-MLP model, CBAM blocks were added to the 
input and output terminals of MLP blocks, respectively. In 
the MLP blocks, the input features were normalized 
(LayerNorm) and then passed through the fully connected 
layer and the Gaussian Error Linear Unit (GELU) activation, 
and the obtained feature map was added to the input features. 
The 1 1×  convolution was adopted to reduce the constraints 
on the input dimension. The middle convolutional layer used 
a 3 3×  depthwise convolution for spatial information 
interaction. MLP blocks used a patch merging layer to 
down-sample feature maps. In the case of a small number of 
parameters, the AT-MLP effectively improves the accuracy 
of knowing whether the human body is in a falling state. 
The network structure of MLP blocks is shown in Figure 4. 
 

 
Fig. 4. MLP Blocks network structure diagram 

III. EXPERIMENTAL RESULTS AND ANALYSIS 

A. Datasets 
The LFDD [16] includes four scenes: Home, Coffee room, 

Office, and Lecture room, which are composed of 191 
videos. Among them, 143 videos contain falls, 48 contain 
several normal activities, movements, and body transfer, 
including from chair to sofa. The pixel resolution is 
320 240× , and the frame rate is 25 frames per second. 
Falling postures include front fall, side fall, rear side fall and 
other postures. The shooting camera is at the top of the 
indoor environment room, and the video contains only one 
person. The video sequences of the dataset include various 
complex conditions, such as lighting factors and occlusions. 
The LFDD dataset contains both bright and low light 
conditions, as well as textured backgrounds. Furthermore, 
there are frames with an abnormal falling behavior and no 
people shown in the video. 

 

B. Experimental Setting 
This experiment was performed on a server with Intel(R) 

Xeon(R) CPU E5-2630 v4 @ 2.20GHz 2.20 GHz (2 
processors) and NVIDIA TITAN X(Pascal) with 12 GB of 
graphics memory. The operating system was Window10 
64-bit, using Python 3.8 and Pytorch 1.9. During the 
experiments, all learning rates were initialized to 0.01. 

 

C. Evaluation Metrics 
To verify the effectiveness of the proposed model and 

algorithm, this study used four evaluation indexes: accuracy, 
precision, recall, and F-score. The model’s performance was 
evaluated and compared with other human fall detection 
algorithms. 

Accuracy represents the proportion of falling and 
non-falling samples to all samples when the model is 
correctly classified, as shown in Formula (14): 

 TP TNAccuracy
TP FP TN FN

+
=

+ + +
 (14) 

Precision represents the proportion of fall samples to all 
fall samples, as shown in Formula (15): 

 TPPrecision
TP FP

=
+

 (15) 

Recall represents the proportion of fall samples in the 
actual fall samples, as shown in Formula (16): 

 TP
TP FN

Recall =
+

 (16) 

As a comprehensive evaluation index that balances 
precision and recall, F-score is a commonly used 
comprehensive evaluation index for classification models, as 
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shown in Formula (17): 

 ( )2
21 Recall

Recall
PrecisionF score

Precision
β

β
×

− = + ×
× +

 (17) 

where 
TP is a positive sample predicted by the model as a 

positive class, which represents that the human body is 
falling in both the test result and real result;  

TN is a negative sample predicted by the model to be a 
negative class, representing that the human body is 
non-falling in both the test result and real result;  

FP is a negative sample predicted by the model to be a 
positive class, which represents the model test result when 
the human body is falling, but the real result is a falling 
state; 

FN is predicted by the model as a positive sample of the 
negative class, representing that the human body is in a 
falling state in the model test result, but the real result is a 
falling state. 

In Formula (16), when 1β = , it is called F1-score, and 
the weights of precision and recall are identical. 

 

D. ATS assessment 
Firstly, this study evaluates the performance of the 

original model with a time dimension of 1. Secondly, the 
ATS algorithm was introduced into the AT-MLP model, and 
no other processing was performed. The training epochs 
were 5000, and the performance was evaluated for the time 
dimensions of 3, 5, 7, 9, 11, 13, and 15. Compared with the 
model without the ATS, the performance of time dimensions 
3 and 5 is improved by about 8.43% and 7.71%, respectively. 
According to the analysis of the experimental results, the 
time series in the ATS is shorter, which is more conducive 
to the capture of the fall process, as shown in Figure 5. 

 

 
Fig. 5. Comparison of model performance in different dimensions 

 
Although the performance of time dimensions 7, 9, 11, 13, 

and 15 has improved compared with time dimension 1, it 
has decreased compared with time dimension 3. This is 
because the time series is extremely long, resulting in 
overwhelming information, data confusion, and the network 
is not able to extract useful information. Figure 6(a) 
represents the train information of time dimension 3, and 
Figure 6(b) represents the test information. In the following 
experiments, the time dimension was set to 3. 

 

 
Fig. 6(a). Train loss 

 

 
Fig. 6(b). Test accuracy 
 

E. ADTS assessment 
Through the comparison of features, it is found that the 

information capture between channels was not enough. In 
this study, the constructed ADTS algorithm was 
experimentally analyzed to enhance the ability of feature 
capture of the human body in the process of falling. Based 
on the fact that there was only an ATS algorithm in the 
model, the time dimension was selected as 3 to construct the 
ADTS algorithm. The experimental results show that after 
using the ADTS algorithm, the model performance was 
improved by about 1.29%. The experimental results are 
illustrated in Figure 7(a/b). 

 

 
Fig. 7(a). Train loss 
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Fig. 7(b). Test accuracy 
   

Analysis by the model loss value: When the training 
epoch reached 3500, the model tended to converge. To 
reduce the training time, the training epochs were adjusted 
to 3500 in subsequent experiments. Loss information is 
illustrated in Figure 8(a/b) when the training epoch is 3500. 

 
Fig. 8(a). Train loss 
 

 
Fig. 8(b). Test accuracy 
 

F. AT-MLP stage assessment 
To better capture the time-varying relationship on the 

channel, the corresponding information of angle  and 
angle∆  were made clearer. CBAM blocks were added to 

the model to build the AT-MLP stage. The experimental 
results show that the model’s performance was improved by 
about 0.56% compared to before the construction, as shown 
in Figure 9(a/b). 

 
Fig. 9(a). Train loss 

 

 
Fig. 9(b). Test accuracy 

 

G. Experimental results 
The effectiveness of the ATS algorithm, ADTS algorithm 

and AT-MLP Stage in the model were verified by four 
evaluation indicators, and the results are shown in Table 1. 
For the unimproved model, the subspace node angle was 
added to OpenPose, the time dimension 1 was selected for 
evaluation, while the accuracy rate was 86.93%. By adding 
the ATS algorithm, the accuracy increased to 95.36%. The 
impact of the ADTS algorithm on the network is further 
evaluated. Adding the ADTS algorithm helps to capture the 
posture of the human body during the falling process, and 
the accuracy rate increased to reach 95.65%. Finally, adding 
the AT-MLP stage to the model increases the accuracy to 
96.21%. The performance of the proposed model is 
improved by 9.28% compared with the original model. 

 
TABLE I 

EXPERIMENTAL RESULTS IN THE LE2I FALL DETECTION DATASET 

Approaches Accuracy 
(%) 

Precision 
(%) 

Recall 
(%) F-score 

OpenPose+angle 86.93 93.66 91.76 0.93 

OpenPose+angle+ATS 95.36 97.08 97.82 0.97 
OpenPose+angle+ 

ATS+ADTS 95.65 93.94 96.58 0.95 
OpenPose+angle+ 

AT-MLP 96.21 97.38 98.47 0.98 
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H. Compare with other methods 
To verify the performance of the proposed model, this 

study compares it with other methods using four evaluation 
indexes, accuracy, precision, recall, and F-score on the same 
dataset LFDD. The results are shown in Table 2. The 
accuracy of the suggested AT-MLP model is 96.21% on the 
LFDD dataset, which is 11.61% superior to that of the angle 
combined with SVM, and the angle combined with LSTM 
in the comparison method. Moreover, compared with the 
three indexes of precision, recall, and F-score, the proposed 
model improved significantly. Compared with the literature 
[16]-[18], the accuracy rates are increased by 16.9%, 10%, 
and 26.98%. Simultaneously, the proposed models show a 
better performance in terms of precision, recall, and F-score. 
 

TABLE II 
COMPARISON OF PERFORMANCE WITH OTHER ON THE LE2I 

FALL DETECTION DATASET 

Approaches Accuracy 
(%) 

Precision 
(%) 

Recall 
(%) F-score 

Adaboost classifier 
[17] 79.31 79.41 83.47 0.81 

GMM +PCA[18] 86.21 89.13 93.00 0.91 

Opticalflow + von 
Mises distribution [19] 69.23 69.84 94.56 0.79 

Angle + Distance + 
Resnet50+ SVM[15] 84.60 90.00 90.00 0.9 

Angle + Distance + 
LSTM[15] 84.60 89.00 89.00 0.89 

Ours:OpenPose+Angle 
+ AT-MLP 96.21 97.38 98.47 0.98 

 

IV. CONCLUSION 
In this study, an AT-MLP model is proposed for human 

fall detection, and the ATS and ADTS algorithms are 
designed in combination with time-series to capture the 
falling state and body features during the fall. Firstly, the 
video frame is identified based on the Open-Pose network, 
the node angle information of the human subspace is 
constructed, and the multidimensional matrix calculated by 
the ATS and the ADTS algorithms are concatenated. Among 
them, the ADTS algorithm is used to calculate the angle 
difference between the current and previous moments of the 
video frame. In the AT-MLP model, an AT-MLP stage 
composed of CBAM and MLP blocks is constructed, which 
realizes the enhanced capture of the correlation between 
different dimensions. In this study, experiments were 
conducted on the dataset LFDD to evaluate the performance 
of the ATS algorithm and the ADTS algorithm in different 
time dimensions. An experimental analysis of the overall 
AT-MLP model was carried out. The experimental results 
show that the proposed AT-MLP model has superior 
recognition accuracy and generalization ability. Compared 
with the comparison method, the AT-MLP model has 
significantly improved in terms of accuracy and so on. 
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