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Abstract—Financial companies are grappling with a burning
issue about bankruptcy prediction. There are many methods
for bankruptcy prediction, including statistical models and
machine learning. Real-life datasets are often imbalanced with
high dimensionality. Therefore, it is challenging to train a
robust model to predict bankruptcy. Thus, we first applied
an oversampling technique known as the Synthetic Minority
Oversampling Technique (SMOTE) to reduce the skewness of
the data. The balanced data was trained with the baseline
models, the ensemble classifiers using different combination
methods and the long short-term memory (LSTM) model.
In addition, we employed an optimization technique called a
genetic algorithm (GA) to optimize and determine the learning
parameters of an LSTM network. We further determine the
effects of using different training/testing ratios on the developed
models. An autoencoder long short-term memory (LSTM)
model was developed to extract the best feature representation
of the input data. A comparative analysis was carried out
between the LSTM-GA and autoencoder-LSTM. The results
show that the improved LSTM-GA model with an accuracy
of 98.11% performs better than other models. Overall, the
research work concluded that all models and LSTM have good
performances, while the optimized LSTM model via genetic
algorithm outperforms the classical machine learning models.

Index Terms—genetic algorithm, long short-term memory
networks,Parameter Selection, financial distress prediction,
bankruptcy prediction.

I. INTRODUCTION

BANKRUPTCY is an undesirable event. The negative
impact of bankruptcy on the economy last for a very

long period, and the effects can be felt by business owners,
shareholders, investors, policymakers, employees, and the
government [1]. The Lehman brother’s financial crisis of
2008 affected the world, which has led to an increase in the
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intensity of research towards the development of new archi-
tectures for crisis prediction and management [2]. Therefore,
bankruptcy prediction plays an important role in financial
analysis because of its significant impact on economic deci-
sions. It helps preventive measures well in advance, giving
concerned people ample time to act. Researchers around the
globe are paying attention to this issue, and the study of
bankruptcy prediction has greatly increased over the past few
decades [1], [3], [4]. Many factors could lead to financial
distress, including interest rate volatility, excessive risk-
taking, inadequate internal control mechanisms, and poor
management practices [5]. Financial distress (FD) does not
occur abruptly but takes gradual evolvement; hence, it can
be predicted.

According to research studies, machine learning ap-
proaches include support vector machines (SVM), artificial
neural networks (ANN), decision trees (DT) and deep-
learning methods like LSTM outperform statistical methods
[6], [7]. In specific, the combination of multiple machine
learning classification techniques to form an ensemble model
performs better than a single ML classification technique [8],
[9]. The superiority of the ensemble methods over single
classification models has been demonstrated in many related
works of literature [6], [9]. However, there is a need to point
out that the performances of ensemble classifiers are usually
domain-dependent [8].

Financial distress is a cumulative event because it is
unlikely that financial crises will occur in a short-term
economic context. Therefore, a learning model for financial
prediction must capture long-term economic dependencies.
Hence, the introduction of LSTM for bankruptcy prediction.
LSTM employed the memory modules to solve long-term
dependency, vanishing gradient, or exploding gradient prob-
lems [10], [11]. In addition, the performance of LSTM has
been further improved through the application of various
optimization techniques [12], [13].

As opposed to traditional non-linear optimisation tech-
niques, a genetic algorithm (GA) searches through a popu-
lation of possible solutions to generate an improved solution
rather than incrementally changing one solution at a time
[14]. Researchers have employed GA in many applications,
and results have proven that GAs are effective and robust in
searching large spaces during their application to different
fields [12], [15]. Genetic algorithms have been employed
to optimise LSTM for stock market prediction [12], [15],
[16]. GA was used to select the LSTM window size in stock
market prediction [12], while other studies which carried out
bankruptcy prediction used GA as a stand-alone model [13].

Hybrid machine learning models have shown better per-
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formance than stand-alone models [17], [18]. Hence, this
study deploys hybrid GA-LSTM in the prediction of financial
distress. Specifically, our study employed GA to find the
optimal LSTM architectural structure for financial distress
prediction. Based on the background, this study will develop
a method for bankruptcy prediction that uses a long short-
term memory (LSTM) layer. Specifically, the aim is to
develop an improved LSTM for bankruptcy prediction by
employing a genetic algorithm, an optimisation method that
will determine the best parameters for the LSTM algorithm.
The research will compare the improved LSTM to other
machine learning models. Section II presents the background
of the proposed framework. In Section III, the experimental
setup and methodology are presented. Section IV discusses
the experimental results, and Section V presents the conclu-
sion.

Bankruptcy prediction requires inferring meaningful in-
sight from a large amount of historical data. The financial
state of firms is usually described mathematically through
different indicators [2]. The availability of the data is helpful
in bankruptcy prediction. However, the class imbalance prob-
lem and high dimensionality of the dataset make accurate
prediction difficult, despite the availability of the data [19],
[20], [21]. The main contributions include the following:

1) Application of SMOTE and principal component anal-
ysis (PCA) for data imbalance and high dimensionality:
This will resolve the class imbalance problem and high
dimensionality associated with the bankruptcy data.

2) Application of genetic algorithm (GA): The optimal
parameters will be selected for our LSTM model through
the application of GA.

3) Applied LSTM model: This resolves the vanishing and
exploding gradient problem of long-term dependencies.

II. THEORY

Several authors have employed single classification meth-
ods in financial distress prediction. The most frequently used
supervised machine learning methods are DT, SVMs and
MLP-ANN [8]. This section will introduce these techniques
as our baseline models and briefly explain the concept of
recurrent neural networks, the variant called LSTM, and the
experimental setup.

A. Artificial Neural Networks (ANNs)

ANN is an appropriate model for predicting and dealing
with a large dataset volume in data mining because mean-
ingful information can be extracted from a large volume of
data [22]. ANN is a black box non-parametric classifier that
does not need assumptions about the distribution densities
[23]. The ANN create an architecture that connects neurons
among layers [24]; the sets of input variables are mapped
to the output variables. In this study, we applied multilayer
perceptron (MLP), which is composed of three layers: an
input layer, a hidden layer, and an output layer. Every neuron
in the input and output layers is connected to the hidden layer
neurons. The MLP employed the back-propagation learning
technique to estimate the learning weights and minimize the
classification error. The equation of a neural network is given
by [25]:

wi =
∑
j

wijxj +Qj (1)

y = f(wi) (2)

The output value of a layer is represented by y, wi denotes
the activation value of the ith node in one layer, while xi is
the input signal, the bias is expressed as Qj , and wij is the
weight that connects two nodes. The error is calculated at
the output layer. The formula given is employed to adjust
the weight as follows:

wij(t+ 1) = wij(t)− η
δE

δwij
(3)

The error denoted by E is the difference between the
predicted output and expected output, and δ represents the
learning rate.

B. Support Vector Machines

Support Vector Machine (SVM) is a non-discriminative
learning model. SVM is an efficient solution to linear,
non-linear classification and regression. SVMs are non-
probabilistic and designed to use hyperplane boundaries to
divide the training vectors into categories of different data
patterns. SVM carry out a classification task by constructing
an optimum hyperplane with the maximum distance between
the different class labels’ data points. Some data points called
support vectors (SVs) surround the hyperplane. The SVs
influenced the position and orientation of the hyperplane.
SVs help to maximize the margin of the classifier. However,
deletion of the SVs means a change in the hyperplane
position. The optimal hyperplane that separates the data into
two different classes is a linear function. The hyperplane
equation given by [26],

f(x) = w|x+ b =
N∑
i=1

(wixi) + b = 0 (4)

Extension of SVM to non-linear classification entails using
kernel trick to transform a non-linear classification task into
a linear problem [27]. Non-linear data are converted to high
dimensional space because they are widely scattered and
easy to separate. Research proved that "for any data set,
there exists a kernel function that will allow the data to
be linearly separated" [27]. The kernel Φ function is the
inner dot product of the new vectors. The most common
kernel functions are linear, polynomial, Gaussian radial basis
function and the sigmoid. Their respective equations are
as follows: deg is the degree of the polynomial, C is the
regularisation parameters, and gamma γ is an adjustable
parameter of the kernel function.

C. Decision Tree

A decision tree is a technique for classification or pre-
diction purposes. DTs have a flowchart structure. They used
a "divide-and-conquer" approach to splits the data to create
leaves. DT is built such that the internal node shows the
testing on the attribute. Each branch denotes the testing
outcomes, and the class label represents the leaf nodes, the
resolution taken after all the features were computed. In DT,
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the node with the highest information gain is the root node. It
compares all the features until all the features contrast when
there are no more attributes for further partitioning [28].

D. Long Short Term Memory Networks

Long-Short Term Memory networks (LSTMs) are variants
of RNNs that solve the long-term dependencies learning
problem; LSTMs are used for modelling sequence learning.
The significant difference between LSTMs and RNNs is
that each repeating module in LSTM is composed of four
connected layers. An LSTM module can effectively mitigate
long-term dependence and retain useful information about
sequence data by controlling the gates [29]. There are four
gates in an LSTM model developed out of a sigmoid and a
pointwise multiplication operation. These gates are option-
ally used to let information through, and their equations are
stated as given by [11]:

Forget gate removed the unwanted information from the
cell state,

f t = σ(Wf [o
(t−1), xt] + bf ) (5)

The input gate determines the new information that needs
to be added to the cell state,

it = σ(Wi[o
(t−1), xt] + bi) (6)

Ĉt = tanh(Wc[o
(t−1), xt] + bc) (7)

The old cell state is updated C(t− 1) to a new cell state
Ct,

ct = f t ∗ c(t−1) + it ∗ Ĉt (8)

Output gate determine the output of the LSTM;

ht = σ(Wh[o
(t−1), xt] + bh) (9)

ot = ht ∗ tanh(ct) (10)

yt = σ(W outot + bout) (11)

The Forget Gate is the gate that identifies the information
that needs to be removed from the memory cell state.

f t = σ(Wf [o
(t−1), xt] + bf ) (12)

E. Genetic Algorithm (GA)

GA is an optimization procedure that uses a stochastic
search heuristic method employed to search a complex space,
mimicking the natural evolution process as modelled by the
Darwinian evolution [14]. GA belongs to the evolutionary
algorithms group that employs natural selection to approx-
imate solutions for a given problem. The operations of the
GA include selection, crossover and mutation.

The fitness function is used to assess the quality of a
solution [30]. The fitness function for each member of the
population is calculated individually, and the highest value
is chosen. Subsequent generations of solutions are generated
based on the values of the fitness functions. Algorithm
performance relies heavily on fitness functions [30]. The
search for a solution may fail if the fitness function is poor.

Crossover: New individuals are created by crossing the
selected parents. During the selection process, genomes are
randomly selected from the parents. At a random point, the
genome of one parent is switched with the genome of the
other parent. It is called a single-point crossover.

Mutation: This allows new solutions to be discovered. At
a certain probability, the bits within the genome are altered,
and mutation takes place. In other words, the genome is
replaced with random bits. Mutation creates an individual
from just one parent and increases genetic diversity. It
prevents individuals from having two identical genomes.
Hence, mutation is the process of preventing evolutionary
stagnation at a local minimum.

F. Combination Methods

The integration of multiple classification decisions brings
forth a model with reliable and more accurate performance.
This integration is called an ensemble method, and research
studies show that ensemble techniques are superior to indi-
vidual classification methods [31]. There are three different
approaches to ensemble methods, and we will discuss them
in this section. Bagging: This is otherwise called bootstrap
aggregating. In bagging, training multiple models of the
same learning algorithms occurs with subsets of a randomly
selected replaceable data set. Models are built on each sample
(parallel). The various models vote to approve the final
model and make predictions. Boosting: This is like bagging,
but with slight variation. The training of each classifier is
dependently employing a different training set. Models are
built-in series, and it uses the learning from the previous
model to adjust the weight in each successive model.

G. Autoencoder

Autoencoders are essentially non-recurrent feedforward
neural networks that resemble multilayer perceptrons. Au-
toencoders are used to encode the training data [32]. The
learning phase of an autoencoder includes the reduction of
the reconstruction error without emphasis on discrimination
[33]. It consists of two components: an encoder and a decoder
consisting of a hidden layer, an input layer, and an output
layer. The input dimension and output dimension of an au-
toencoder are the same. The input dimension is transformed
into a hidden representation, which has a different dimension
than the input and output dimensions. The hidden repre-
sentation is used to reconstruct the input features basically
for dimension reduction [34]. An autoencoder network is
trained using samples to optimize reconstruction error. The
autoencoder cost function is given:

Tauto =
1

n

n∑
i=1

(
1

2
∥x̂l − xi∥2) (13)

where xi and x̂l are the input and output features respec-
tively. The number of input samples is denoted by n.

H. Imbalanced data and High Dimensionality

In binary classification problems, data imbalances can
occur when a small percentage of the population shows
a positive result. Undersampling or oversampling the class
during training are the general ways to handle imbalanced
data at the data level [35]. Undersampling and oversampling
techniques add bias to the data set [36]. This study employed
Synthetic Minority Oversampling Technique (SMOTE) to
get the best results. SMOTE is a way to generate synthetic
observations of the minority class instead of oversampling
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with replacement. The synthetic data are generated based on
similarities between existing minority examples in the feature
space instead of the data space [36]. Synthetic observations
are generated along the line segments joining a portion
or all the k-nearest minority neighbours based on a given
minority class observation [36]. SMOTE requires five k-
nearest neighbours. A random neighbour is selected from the
K nearest neighbours based on the amount of oversampling
required.

Lean at al. [37] proposed a high-dimensionality-trait-
driven learning model for feature extraction and classi-
fier selection to improve accuracy and solve the high-
dimensionality issue in credit risk assessment. The results
show an improved accuracy in the proposed model for han-
dling the dimensionality problem compared to the benchmark
models listed in the study. The high dimensionality of data
has been addressed in some research papers through the
application of principal component analysis (PCA) [38], [39].
Building models using PCA has become more time-efficient
due to the removal of noisy and redundant features.

III. EXPERIMENTAL SETUP

This section presents and explains the experimental setup
for the proposed framework, the metrics employed for per-
formance evaluation, and the data set.

A. Data set Analysis

Specifically, Table 1 summarizes the data set based on
the total instances, the number of attributes, the number
of minority cases, the number of majority cases, and the
imbalance ratio (IR). UC Irvine Machine repository provides
access to the data set.

The research employed the Polish bankruptcy
data; it is available on the repository with the link
https://archive.ics.uci.edu/ml/datasets/Polish+companies+
bankruptcy+data#. There are 1000 Polish companies where
19.4% were bankrupt between 2000-2012, and those in
operation were evaluated from 2007 to 2013. The first year
of Polish Data has 271 bankrupted companies and 6756
firms still operating in the forecasting period. The total
number of observations for this period is 7027 instances.
The polish data set is imbalanced; that is, the number of
observations in each class is not represented equally (271:
6756, 4% to 96%). Hence, classifiers have low prediction
accuracy for the minority class, and new samples are
classified in the majority class. The classifier’s performance
assessment is critical when the data is imbalanced because
model performances depend on AUC [40]. First, the SMOTE
was applied to generate synthetic data. The application of
SMOTE randomly creates a sample of the attributes from
observation in the minority class samples. SMOTE [41], [42]
is used to add copies of instances from an under-represented
class. The Polish data set number increased to 11092 (6756:
4336, 60.9% to 39.1%).

TABLE I
DATASET INFORMATION

Dataset Total No of Minority Majority IR
Instances Attributes Class Class

Polish 7027 65 271 6756 0.040
Data

Polish + 11092 65 4336 6756 0.64
SMOTE

B. Evaluation Metrics

The accuracy (Acc) and error rate are the two most
frequently used metrics to assess the performance of various
classification algorithms. However, imbalanced data is influ-
enced by its distribution. Therefore, the accuracy is skewed
in favour of the majority class. Additional metrics are incor-
porated to account for the imbalanced nature of the employed
data set, such as recall, F-measures, AUC, precision, g-
means, and Kappa statistics. The speed of computation and
convergence rate of the iterations were calculated using the
computation time (CT) measured in seconds. Table II gives
the mathematical equations for the evaluation metrics.

Accuracy (ACC) measures the proportion of correct points
over the total points. Recall or sensitivity measures correct-
ness taken from the number of successful, positive cases
(TP); the percentage of correctly classified bankrupt samples.

Precision: It is a measure of exactness that determines the
number of instances classified as true positive from the total
classified instances. It gives information concerning false
positives. A low precision means a large number of false
positives [43].

Specificity: It is the opposite of recall. It measures the
frequency of correctly classified negative incidents to the
total number of all negative instances. It refers to how often
the negative incidents are classified correctly.

A Receiver Operating Characteristic curve (AUC): The
ROC curve measures the probability of class separation,
while the AUC curve measures the degree of separation
and presents a trade-off between a true positive and a false
positive [23]. The model with a higher AUC has a better
performance at distinguishing between classes.

In binary classification, the F-measure measures the aver-
age of precision and recall. Where σ represents the sigma.
A geometric mean (G-mean) examines the degree of bias as
expressed by comparing the accuracy of positive and negative
classes. Classifiers with low G-means are biased in favour of
one of the classes.

Kappa statistic gives the quantitative measure of the true
agreement in any situation beyond what could be achieved by
chance. In binary classification problems, kappa statistic is
used to report how well two observations agree. The kappa
statistic is expressed in Table II, where Po represents the
observed agreement, and Pe denotes the expected agreement
obtained by chance. Landis and Koch [44] provide a common
scale for interpreting kappa results, which values ranging
from 0 to 1. In the case of a kappa value of 1, the obser-
vations are perfectly in agreement, while a kappa value of
0 signifies complete disagreement between the observations
[44].

Kappa =
Po − Pe

1− Pe
(14)

IAENG International Journal of Applied Mathematics, 53:3, IJAM_53_3_04

Volume 53, Issue 3: September 2023

 
______________________________________________________________________________________ 



Classification quality can also be determined by the
Matthews correlation coefficient (MCC) and its values be-
tween -1 and +1. The closer the MCC gets to +1, the
more accurate the classification task becomes [45]. The
mathematical formula for each performance metric is given
in Table II:

TABLE II
PERFORMANCE METRICS

Accuracy Error RMSE Precision

TP + TN

TP + TN + FP + FN
1 - Accuracy =

FP + FN

TP + TN + FP + FN

√∑N
k=1 (yk − ŷtk)

2

N

TP

TP + FP

Recall/Sensitivity F-Measure Geometric mean Specivicity

TP

TP + FN

2× Precision × Recall
Precision + Recall

√
sensitivity × Specificity

TN

TN + FP

C. Proposed Framework

The experimental setup in Fig. 1 shows all the stages
involved in the proposed framework of this research. It
started with the preliminary model development, such as
data preprocessing, normalization, and removal of outliers.
Followed by the actual model development includes artificial
neural network (ANN), support vector machine (SVM),
decision tree (DT), LSTM optimization and comparison
to ensemble classifiers. Lastly, the post-model development
deals with the analysis of the results. The proposed frame-
work was developed using the python language and different
packages such as Bernoulli, bitstring, rcParams, and arff.
The framework in this research combines SMOTE algorithm
and parameter tuning created and the packages in python to
overcome the class imbalance of the Polish bankruptcy data
set and remove outliers. Statistics and data analysis using
python as the programming language.

We applied the SMOTE to the data set and investigated the
effect of different data division ratios on the baseline models
(ANN, SVM, DT). Additional two data balancing techniques
were applied to compare with the proposed SMOTE appli-
cation method: adaptive synthetic (ADASYN) and upsample
minority class. The ensembles were developed from the
baseline models using bagging and boosting as the combi-
nation methods. The performances were evaluated based on
relevant metrics such as accuracy, AUC, computation time,
and others, as stated in section III.B. The ensemble classifiers
were developed with ten fixed numbers of classifiers. Table
III shows the learning parameters used for this research work.
The single classifiers, ensemble classifiers and the LSTM
learning parameters are all given in Table III. A batch size
of 100 was used for all the models.

TABLE III
MODELS LEARNING PARAMETERS

Models Parameters

DT pruned = yes Minimum of instances per leave = 2 Confidence factor = 0.25

SVM Kernel = Linear C=5 Gamma = 0.0

MLP Hidden layer = 1 Learning rate = 0.3 Activation Function =Relu

Bagging Classifiers = DT, SVM, MLP No of combined classifiers = 10 Combination method =Bagging

Boosting Classifiers = DT, SVM, MLP No of combined classifiers = 10 Combination method =Boosting

Stacking three base learners (DT, SVM, MLP) metaclassifier = LSTM Activation Function = Relu

LSTM Activation Function = Relu Gate Activation function = Sigmoid Output layer = Softmax

The LSTM network was optimised by a genetic algorithm
(GA) to develop the LSTM-GA model. As described above

in the literature review, the optimization algorithm search
called GA was used to search the LSTM network and
determine the best parameters for the LSTM architecture.
The parameters include epoch number, batch size, number of
LSTM units, learning rate, and dropout. The fitness function
needs to be carefully selected. Hence, the fitness function
was computed for each chromosome using the mean square
error (MSE), and the set of architectural factors with the
smallest MSE is the best solution. The chromosome size,
population size, crossover rate and mutation rate are given as
10, 50, 0.6, and 0.003, respectively. An autoencoder LSTM
was introduced for comparative analysis with the proposed
model (LSTM-GA). The data were subjected to all stages
before the autoencoder was applied for the feature selection
process.

IV. RESULTS ANALYSIS AND DISCUSSION

In this section, we present the experimental results ob-
tained from the research study. Each table demonstrates
the performance recorded based on accuracy, precision,
AUC, sensitivity, specificity, F-measure, G-mean, compu-
tation time, and kappa statistic value. The framework was
applied to the Polish bankruptcy data set. The classification
algorithms were applied to the balanced data set. Table
IV shows the experimental results for the balanced Polish
bankruptcy data set, and each method is compared to its
performance against different evaluation metrics indicated in
the table.

A. Models Results

Table IV shows the recorded values for all the performance
metrics. The first column represents the different models
employed in this research, while columns 2 to 11 are the
metrics described in section III.B. The computation time
(seconds) measured the time taken by each model to com-
plete the classification task. DT ensembles have the least
computation time, while it takes several minutes for SVM
and MLP ensembles to finish the computation. The LSTM
algorithm takes hours to compute the models. The LSTM
has the best performance in terms of accuracy, followed by
DT-boosting and DT-bagging.

Figure 2 shows the accuracy of the baseline model DT
and the ensembles (boosting and bagging) models at dif-
ferent training/testing ratios. The J48 ensembles have better
performance than their baseline model. J48-boosting at a
70/30 training/testing ratio has the best performance with
an accuracy of 97.51%.

Figure 3 and Figure 4 show SVM, MLP and their en-
sembles at different training/testing ratios, respectively. The
results show that MLP-bagging (10-fold cross-validation)
performs better with an accuracy of 92.25%. MLP-boosting
at 10-fold cross-validation followed with an accuracy of
92.09% and MLP-bagging at a 50/50 training/testing ratio
with an accuracy of 91.90%.

B. LSTM-Autoencoder Model

It is noteworthy that LSTM-Autoencoder performs rea-
sonably well, as shown in Table V. The accuracy of the
LSTM-Autoencoder increases as the threshold increases. The
best performance with 94.3% accuracy was achieved at the
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Fig. 1. Methodology Framework

Fig. 2. DT-Ensembles at different training/test ratio. The result shows that J48-boosting perform better than others at different training/testing ratio.
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Fig. 3. SVM-Ensembles at different training/test ratio. 10-folds cross-validation is the best model for SVM-ensembles.

Fig. 4. MLP-Ensembles at different training/test ratio. The result shows that at 10-folds cross-validation, the MLP-ensembles perform better than other
training/ testing splitting ratio.
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TABLE IV
COMPARISON OF MODELS’ RESULTS

Models Accuracy Precision AUC Sensitivity Specivicity F-measure G-Mean Computation Kappa St.
Time

DT 94.91 0.949 0.955 0.949 0.926 0.949 0.937 1.96 0.8929

SVM 77.62 0.836 0.716 0.776 0.656 0.749 0.713 763.02 0.629

MLP 91.43 0.922 0.957 0.914 0.804 0.913 0.857 246.86 0.8177

DT- 97.01 0.971 0.990 0.971 0.951 0.971 0.960 41.65 0.9388
boosting
SVM- 83.65 0.871 0.791 0.837 0.745 0.810 0.784 27650.57 0.4756

boosting
MLP- 92.09 0.927 0.924 0.921 0.813 0.919 0.865 1453.76 0.8287

boosting
DT- 96.88 0.969 0.988 0.969 0.943 0.969 0.949 18.36 0.9341

boosting
SVM- 79.17 0.846 0.784 0.792 0.776 0.772 0.7839 17938.87 0.5328

boosting
MLP- 92.24 0.929 0.962 0.922 0.815 0.921 0.866 4374.49 0.832

boosting
LSTM 97.21 0.961 0.986 0.961 0.954 0.961 0.957 60794.46 0.9183

threshold of 0.5. The receiver operating characteristic curve
with an AUC of 0.85 in Fig. 5. shows that the LSTM-
Autoencoder model can perfectly differentiate between the
two classes involved.

TABLE V
LSTM-AUTOENCODER RESULTS

Threshold Accuracy Precision Recall F1-measure
0.2 0.9015 0.899 0.8972 0.8991

0.3 0.9278 0.9211 0.9154 0.9285

0.4 0.9321 0.9374 0.9357 0.9318

0.5 0.9437 0.9451 0.9461 0.9472

The GA was used to investigate the best architectural
factors, including the epoch, batch size, number of units,
learning rate and dropout used as input to the LSTM network.
The input data for this setup is the balanced Polish data set
(smote application). The splitting ratio for the data set is 70%
training data and 30% testing data. There are two models for
the optimized LSTM.

1) LSTM-GA-PCA Model: The principal component anal-
ysis (PCA) was employed to obtain the top twenty-six
features referred to as principal components (PCs) from the
data set. Therefore, it reduced the number of features from
64 to 26 PCs. The total information embedded in the 26 PCs
is 99.067; thus, the information loss due to PCA is 0.933%.
The results of this model are given in Table VI and VII. We
employed the optimal values in Table VI as the parameters
for the optimised LSTM models. The ROC curve for the
optimised LSTM-GA model is shown in Figure 6.

2) LSTM-GA Model: In the second model, the LSTM-GA
model was applied to the 64 attributes of the data set. The
results generated from the optimized LSTM are shown in
Table VI. Similarly, the optimal architectural factors obtained
are given in Table VII.

The results in Table VII show the effect of using a genetic

algorithm to optimize an LSTM algorithm. The principal
component analysis was employed to reduce the number of
attributes. The results show that the LSTM-GA-PCA has the
best performance in terms of accuracy and computation time.
Hence the PCA and GA optimized the performance of the
LSTM algorithm.

TABLE VI
OPTIMIZED LSTM ITERATION RESULTS

Epoch Batch Neurons Learning Dropout Mean
No Size No rate Square Error
310 20 120 0.1661 0.1783 0.0720
410 380 150 0.0003 0.2718 0.0591
10 120 20 0.1858 0.0065 0.0512

210 0 110 0.1814 0.1754 0.0495
210 0 60 0.0571 0.3986 0.0371
210 220 10 0.0066 0.3622 0.0999
310 360 180 0.1261 0.3962 0.09823

TABLE VII
OPTIMIZED LSTM OPTIMAL RESULTS

Setup Epoch Batch Neurons Learning- Dropout Loss Accuracy
size No rate

LSTM-GA 10 340 30 0.1069 0.3357 0.035926 98.03%
LSTM-GA 410 440 90 0.1275 0.0201 0.054666 98.11%

-PCA

C. Adaptive Synthetic (ADASYN) and Upsample Minority
Class

Two other data balancing techniques called adaptive syn-
thetic (ADASYN), upsample minority class were applied
to the data set. The proposed model LSTM-GA-PCA was
employed for the classification of the data into bankrupt
and non-bankrupt companies. Results show that the use
of SMOTE methodology has improved the performance of
the model considering the precision, recall and MCC. For
instance, Fig 7-9 shows the recall, precision, and MCC
results after the application of different balancing techniques.
In addition, Fig. 10 depicts the ROC curves for the three data
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Fig. 5. LSTM-Autoencoder ROC Curve.

Fig. 6. LSTM-GA-PCA ROC Curve.
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balancing techniques employed in this research work. Fig.
11-13 shows the confusion matrix of the improved model
for different data balancing technique.

Figs. 2-4 show improved accuracy using different training
data divisions (10-fold cross-validation, 90/10, 70/30, 50/50
training/testing ratios). They show that the 10-fold cross-
validation has the best accuracy; boosting has the best
accuracy for DT, while bagging performs better for MLP. On
average, comparing the accuracy and AUC of all the models
employed as shown in Table IV. The LSTM has the best
performance with 97.21% followed by DT-boosting 97.01%
and DT-bagging 96.45%. However, the two best-performing
models in terms of AUC are DT-boosting and DT-bagging,
with 0.990 and 0.988, respectively.

Fig. 5 and Table V show the results of the autoencoder
model. Fig. 7 show the optimised LSTM. Comparative
analysis of all the models from the experimental setup, the
LSTM-autoencoder model has a good performance as the
model threshold was increasing. The best performance from
the LSTM-Autoencoder model has an accuracy of 94.37%
compared to the proposed optimised LSTM-GA model with
principal component analysis has the best performance in
terms of 99.11% accuracy and loss of 0.054. Comparing
the different data balancing techniques, Figs. 7-13 show an
improvement in the modes. The best model was achieved
through the application of SMOTE technique and the GA
optimisation process.

V. CONCLUSIONS

In this paper, we have applied an oversampling tech-
nique called the synthetic minority oversampling technique
(SMOTE) to solve the class imbalance problem of the
Polish bankruptcy dataset. We applied the baseline models
at different training and testing ratios. We further developed
the ensemble classifiers from the baseline models. The
performance of the experimental setup was evaluated using
different performance metrics.

The research investigated single classifiers, and the results
were compared to their ensemble models and the LSTM
model. We applied different splitting ratios for the training
and testing data set. An optimization algorithm was intro-
duced to optimize and find the best hyperparameters for the
LSTM model. The principal component analysis (PCA) was
employed to resolve the high-dimensionality problem. An
autoencoder algorithm was used to select the best feature
before an LSTM model for the classification process.

The kappa statistic value of 0.918 for LSTM shows that
the observations are in perfect agreement. The LSTM-GA
model has the highest accuracy of 0.9811% and a low loss
value of 0.054. A comparative analysis of the accuracy of the
LSTM-GA and LSTM-Autoencoder models were carried out.
We compared three different data balancing techniques to
obtain the best model for the classification process. Finally,
we concluded that the optimized model (LSTM-GA) with
SMOTE technique gives better performance results than the
ordinary LSTM model, autoencoder model and other models.
All the experimental setups perform well in the range of 90%
accuracy.
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Fig. 11. LSTM-GA-PCA Confusion Matrix. It summarized the performance of the model. In general, the model miss-classified 145 features as false-
positive and 95 features as false-negative. Hence, 91% of the data set was correctly classified.

Fig. 12. LSTM-GA-PCA-ADASYN Confusion Matrix
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