
  

Abstract— When subpopulation objects are to be analyzed, 

qualitative data is frequently transformed into a contingency 

table. The categories of rows and columns in the contingency 

table are sequentially treated as objects and variables. In 

addition, the object frequently retrieves additional information 

with continuous variables. The novelty of this study was that it 

examined associations between discrete and continuous 

variables in two stages. The hybrid Singly Ordered 

Correspondence Analysis (SOCA) method was used to identify 

associations between nominal-scale objects and ordinal-scale 

discrete variables in the form of contingency tables. 

Correlation values were used to identify associations between 

objects and continuous variables. The SOCA method 

determined the principal coordinates of discrete variables. 

Concurrently, the correlation was used to determine the vector 

coordinates of the continuous variables. Confidence region and 

p-value calculations were performed to determine the 

contribution of a category to the structure of the association 

between two categorical variables with nominal and ordinal 

scales. The method was applied to population-based data on 

the level of happiness across age groups. The case study results 

indicated that all nominal and ordinal categories contributed 

significantly to the association between age group and province 

variables in Indonesia. The association results indicated that 27 

provinces were positively associated with the age bracket of 17 

to 41 years, with these provinces being associated with 13 

indicators of the happiness index. The remaining seven 

provinces were linked to age groups of at least 41 years old, 

and six happiness index indicators were linked to these 

provinces. 

 

Index Terms—singly ordered correspondence analysis, 

confidence regions and approximate p-values, correlation, 

happiness index 

I. INTRODUCTION 

n the current era of big data, various types of data exist. 

Qualitative data is frequently transformed into 

contingency tables when analyzing objects that belong to 
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subpopulations. The categories of rows and columns in the 

contingency table are sequentially treated as objects and 

variables. Therefore, the data consists of discrete object 

variables [1]. Moreover, the object frequently acquires 

additional data from continuous variables. Based on this, the 

researcher can determine the relationship between objects 

and variables and between discrete and continuous data 

types. The dependence between two categorical variables is 

the association of discrete variables [2]. The two variables 

are independent if the product of their marginal probabilities 

equals their joint probability. A linear relationship between 

two continuous variables defines the association of 

continuous variables. 

The selection of statistical methods to identify 

associations between objects, between variables, and 

between objects and variables in Rencher [2] depends on the 

data type employed. Associations in continuous data can be 

identified using correlation. As with discrete data in 

contingency tables, the chi-squared test can be used to 

identify associations. The chi-squared test's association 

between two categorical variables is their dependence on 

one another. The chi-square test was unable to identify 

associations between the categories. The relationship 

between these categories represents a dependency between 

two categories of categorical variables. Therefore, additional 

analysis using correspondence analysis is required to 

determine this. Correspondence analysis is used to 

determine relationships between categories of two 

categorical variables, where row categories represent objects 

and column categories represent their characteristics. The 

standard residual matrix, measuring the disparity between 

observed and expected data, reflects the relationship 

between these categories. This residual value is obtained by 

subtracting the observed proportion from the expected 

proportion. The principal component analysis (PCA) biplot 

is a statistical method that can identify associations between 

objects, between variables, and between objects and 

variables. However, in a PCA biplot, associations are 

determined using continuous variables. 

Based on the described methods, an approach is required 

to analyze associations between objects, between variables, 

and between objects and mixed variables (discrete and 

continuous variables). The Hybrid Correspondence Analysis 

and Correlation (HCAC) method [3] is used to analyze 

discrete variables on a nominal scale, and the correlation 

method is used to analyze continuous variables. However, if 
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the traditional approach to correspondence analysis is 

applied to ordinal scale variables, there will be missing 

information. Consequently, it is necessary to employ hybrid 

decomposition (HD) for standard residual matrix 

decomposition, a new method that can be applied to nominal 

and ordinal scale variables. This HD is a combination of 

Singular Value Decomposition (SVD) and Bivariate 

Moment Decomposition (BMD), which is utilized in the 

Singly Ordered Correspondence Analysis (SOCA) method 

[4]. The novelty of this study was that it was conducted to 

analyze the associations between discrete and continuous 

data in stages using the hybrid SOCA with correlation 

values to obtain the principal coordinates of the discrete 

variables and the vector coordinates of the continuous 

variable. Initially, discrete data was analyzed using the 

SOCA technique. In addition, the results of the SOCA 

analysis were analyzed using the correlation method with 

continuous data. Also, confidence regions and approximate 

p-values are calculated for each category of variables with 

nominal and ordinal scales to determine how much each 

category affects the relationship structure between the two 

categorical variables. 

In previous research, a study was carried out on 

Indonesia, such as COVID-19, which occurred in West Java 

[5]. The study aimed to predict the final size of COVID-19 

in West Java Province. There is also a study on the spatial 

prediction of malaria risk that occurs in Bandung City [6]. 

Meanwhile, Ginanjar et al. [7] conducted a study on 

expenditure per capita at the sub-district level in Jambi 

Province. In this research, a study was conducted on 

happiness in Indonesia. The utilized datasets consist of 

happiness index indicators and age categories based on each 

province's population. The index tries to evaluate 

individuals' level of satisfaction with all domains of human 

life that are deemed essential by considering sentiments and 

the meaning of life [8]. The findings suggest that the 

happiness of the population influences the success of 

development and social development in the community. 

Other studies have found that age impacts happiness and 

that each age group has a distinct definition of happiness [9–

13]. Similarly, each location interprets happiness [14–17]. 

We are unable to determine the relationship between the 

happiness indicator for each province and age group using 

the BPS-calculated data. Consequently, this research will 

uncover relationships between BPS-compiled happiness 

indices for each province and age group. The findings of the 

study can be used to calculate the level of happiness in each 

province by age group. Consequently, the government can 

apply this knowledge when formulating policies. The data is 

collected in order to improve the welfare of the people in 

each province. 

II. RESEARCH METHODOLOGY 

This SOCA approach was used in this study to determine 

associations between discrete data arranged in contingency 

tables and ordinal categorical column variables. The 

provincial population by age group was used as the data 

source. The correlation value was applied to continuous data 

to determine relationships, with pleasure level serving as the 

data. In addition, the computations were performed using R 

software using the packages CAvariants, factoextra, and 

zoom. 

A. Data Sources 

This study examined happiness levels and the total 

population by age group using secondary data from 34 

provinces in Indonesia. This data was retrieved from 

bps.go.id. There were both discrete and continuous variables 

used. The concrete variables consisted of row categories as 

nominal scale objects and column categories as ordinal scale 

variables. Indonesia had 34 provinces, which served as the 

nominal categorical variable. Age groups were used as 

ordinal categorical variables. There are 13 age groups: 17 to 

21 years, 22 to 26 years, 27 to 31 years, 32 to 36 years, 37 to 

41 years, 42 to 46 years, 47 to 51 years, 52 to 56 years, 57 to 

61 years, 62 to 66 years, 67 to 71 years, 72 to 76 years, and 

77 or older. 

The continuous variable combined the scores for each of 

the 19 elements comprising the happiness index. This 

included three life dimensions: the dimension of life 

satisfaction, with sub-dimensions of personal life 

satisfaction and social life satisfaction; the dimension of 

feelings; and the dimension of life's meaning. The 19 

indicators of the happiness index included education and 

skills (X1), occupation/business/main activity (X2), 

household income (X3), health (X4), housing conditions and 

home facilities (X5), family harmony (X6), availability of 

free time (X7), social relations (X8), environmental 

conditions (X9), security conditions (X10), feelings of 

happiness/cheerful/joy (X11), feeling not worried/anxious 

(X12), feeling not depressed (X13), independence (X14), 

environmental mastery (X15), self-development (X16), 

positive relationships with others (X17), life goals (X18), 

and self-acceptance (X19). 

B. Chi-Squared Test 

A chi-squared test was conducted on the data in the 

contingency table to analyze the association between two 

categorical variables. First, construct a contingency table 

with a sample size of n. This table was a cross-tabulation of 

two categorical variables. The first variable consisted of I 
row categories, while the second variable included J column 

categories; see Table I. Suppose nij is the joint frequency of 

the number of individuals in row i and column j, for i = 1, 
2,..., I and j = 1, 2,..., J. 

The hypotheses in the chi-squared test are [15]: 

H0: 𝜋𝑖𝑗 = 𝜋𝑖•𝜋•𝑗  

H1: 𝜋𝑖𝑗 ≠ 𝜋𝑖•𝜋•𝑗 

with test statistics 

 𝜒2 = 𝑛∑ ∑
(𝑝𝑖𝑗−𝑝𝑖•𝑝•𝑗)

2

𝑝𝑖•𝑝•𝑗

𝐽
𝑗=1

𝐼
𝑖=1  (1) 

�̂�𝑖𝑗 = 𝑝𝑖𝑗 = 𝑛𝑖𝑗/𝑛 ; �̂�𝑖• = 𝑝𝑖• = 𝑛𝑖•/𝑛 ; �̂�•𝑗 = 𝑝•𝑗 = 𝑛•𝑗/𝑛. 
Where pij is the joint probability of the ith row category and 

the jth column category, pi• is the marginal probability of the 

ith row category, and p•j is the marginal probability of the jth 

column category. With significance level 𝛼, reject H0 if 

𝜒2 ≥ 𝜒(𝑑𝑓;𝛼)
2 , 𝑑𝑓 = (𝐼 − 1)(𝐽 − 1) for p-value ≤ 𝛼. 
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TABLE I 

THE GENERIC FORM OF A CONTINGENCY TABLE 

Row 

Category 

Column Category 

Column 1 Column 2 ⋯ Column J Total 

Row 1 n11 n12 ⋯ n1J n1• 
Row 2 n21 n22 ⋯ n2J n2• 
⋮ ⋮ ⋮ ⋱ ⋮ ⋮ 
Row I nI1 nI2 ⋯ nIJ nI• 
Total n•1 n•2 ⋯ n•J N 

 

C. Singly Ordered Correspondence Analysis 

SOCA is a correspondence analysis method that employs 

the two-way contingency table with nominal and ordinal 

categorical variables [18]. The decomposition algorithm 

used in SOCA is hybrid decomposition (HD), which is a 

combination of singular value decomposition (SVD) and 

bivariate moment decomposition (BMD). Because it 

considers the singular vector of SVD and the orthogonal 

polynomial of BMD, this decomposition considers the 

structure of nominal and ordinal categorical variables. The 

correspondence matrix is calculated as the first step in 

SOCA using the following:   

𝐏 = (𝑝𝑖𝑗) 

Next, define the vectors 𝐫𝑡 = (𝑝1• 𝑝2• ⋯ 𝑝𝐼•) and        

𝐜𝑡 = (𝑝•1 𝑝•2 ⋯ 𝑝•𝐽), then calculate 𝐑 = diag(𝐫) and 

𝐂 = diag(𝐜) [16]. The next step is calculating a standard 

residual matrix S representing the contingency table's 

associations. Matrix S is the residual, which measures the 

difference between the observed and expected data. 

Therefore, this residual value is obtained by reducing the 

observed proportion to the expected proportion. For 

example, the standard residual matrix [2] is calculated as 

follows: 

 𝐒 = (𝑠𝑖𝑗) = 𝐑−1/2(𝐏 − 𝐫𝐜𝑡)𝐂−1/2 (2) 

with 

𝑠𝑖𝑗 =
(𝑝𝑖𝑗−𝑝𝑖•𝑝•𝑗)

√𝑝𝑖•𝑝•𝑗
=

𝑛𝑖𝑗−
𝑛𝑖•𝑛•𝑗

𝑛

√𝑛𝑖•𝑛•𝑗
  

The matrix S decomposes using HD to get the principal 

coordinates orthogonal to each other. The hybrid 

decomposition of the standard residual matrix can be written 

as follows [20]: 

 𝐒 = 𝐔𝐙�̃�𝑡 (3) 

were 

- 𝐔𝑡𝐑𝐔 = �̃�𝑡𝐂�̃� = 𝐈 
- 𝐔 is the left singular matrix (𝐼 × 𝐽) from SVD. U is 

calculated using |𝐒𝑡𝐒 − λ𝐈| = 0 and (𝐒𝑡𝐒 − λ𝐈)𝐮 = 0. 𝐮 

is an eigenvector which is an element of the U. 

- �̃� is the weighted of column polynomial orthogonal 

matrix (𝐽 × (𝐽 − 1)) from BMD, calculated by          

�̃� = 𝐂1/2𝓑. Elements of the 𝓑, 𝛽𝑗𝑣; 𝑗 = 1,2, … , 𝐽;       

𝑣 = 1,2, … , 𝐽 − 1. Value of 𝛽𝑗,−1 = 0, 𝛽𝑗0 = 1, and for 

𝑣 = 1,2, … , 𝑗 − 1 calculated using 

𝛽𝑗𝑣 = 𝐴𝑣 ((𝑗 − 𝐵𝑣)𝛽𝑗,𝑣−1 − 𝐶𝑣𝛽𝑗,𝑣−2) 

were 

𝐵𝑣 = ∑ 𝑗𝑝•𝑗𝛽𝑗,𝑣−1
2𝐽

𝑗=1   

𝐶𝑣 = ∑ 𝑗𝑝•𝑗𝛽𝑗,𝑣−1
2 𝛽𝑗,𝑣−2

2𝐽
𝑗=1   

𝐴𝑣 = (∑ 𝑗2𝑝•𝑗𝛽𝑗,𝑣−1
2 − 𝐵𝑣

2 − 𝐶𝑣
2𝐽

𝑗=1 )
−1/2

 

- 𝐙 is a general correlation matrix (𝑀 × (𝐽 − 1)); 𝑀 =

min(𝐼, 𝐽), calculated using 

𝐙 = 𝐔𝑡𝐒�̃� 

The components of the decomposed S are used to 

calculate the principal coordinates. The matrix of the 

principal coordinates of the row categories can be calculated 

as follows [20]: 

 𝐅 = 𝐑−1/2𝐔𝐙 = (𝑓𝑖𝑑) (4) 

The principal coordinates of the column categories are 

calculated using 

 𝐆 = 𝐂−1/2�̃� = (𝑔𝑗𝑑) (5) 

The quality of the mapping for every dimension (𝑑 =

1,2,⋯𝑀) of the row (𝜆𝑑
(𝑟)) and column (𝜆𝑑

(𝑐)) categorical 

variables can be seen based on the diagonal of the squared 

value of the general correlation matrix, expressed by 

 𝝀(𝑟) = 𝑑𝑖𝑎𝑔(𝐙𝐙𝑡) = (𝜆𝑑
(𝑟)) (6) 

and 

 𝝀(𝑐) = 𝑑𝑖𝑎𝑔(𝐙𝑡𝐙) = (𝜆𝑑
(𝑐)).  (7) 

The following equation can express the variance coverage 

for a 𝐷-dimensional map of the row and column categorical 

variables: 

 𝜙𝐷
(𝑟) =

∑ 𝜆𝑑
(𝑟)𝐷

𝑑=1

𝑡𝑟𝑎𝑐𝑒(𝐙𝐙𝑡)
, 𝜙𝐷

(𝑐)
=

∑ 𝜆𝑑
(𝑐)𝐷

𝑑=1

𝑡𝑟𝑎𝑐𝑒(𝐙𝑡𝐙)
. (8) 

The quality of the representation of the 𝐷-dimensional map 

is  

 𝜙𝐷 = 𝑚𝑖𝑛(𝜙𝐷
(𝑟), 𝜙𝐷

(𝑐)).  (9) 

The correspondence map is good if the cumulative variance 

reaches 70% or more [18]. 

D. Confidence Regions and Approximate P-Values 

Confidence regions and approximate p-values can be used 

to examine each category's contribution. This calculation is 

conducted because the existence of these categories will 

affect decision-making. Categories that do not contribute to 

the structure of association between these two categorical 

variables cannot be considered in decision-making. 

Therefore, a recategorization is needed [21]. Confidence 

regions for the ith nominal categorical variable are calculated 

based on confidence ellipses. For example, the confidence 

ellipses of the ith nominal category can be constructed with 

the length of the semi-axis along the mth principal axis as 

follows [21]: 

 𝑥𝑖𝑚(𝛼) = √𝜆𝑚
𝜒(𝑑𝑓=(𝐼−1)(𝐽−1);𝛼)
2

𝜒2
(
1

𝑝𝑖•
− ∑ 𝑎𝑖𝑚

2𝑀
𝑚=𝐷+1 ), (10) 

for 𝑚 = 1,2,⋯𝐷, 𝑝𝑖• is the marginal probability of the ith 

province category, 𝜒𝛼
2 is the 𝛼th quantile of the chi-square 

with degrees of freedom (𝐼 − 1)(𝐽 − 1), and 𝜒2 = 𝑛𝜑2 

where 𝜑2 is the total inertia, 𝑎𝑖𝑚 is the mth dimension of the 

row singular vector associated with the ith row profile, and 

the eigenvalue of the mth 𝜆𝑚 dimension row category 

variable. 

The length of confidence regions for ordinal categorical 

variables has the same value for each category and 

dimension. This is due to the long calculation of 

100(1–𝛼)% confidence regions based on confidence 

circles. The following equation [22] calculates the length of 

the confidence regions for each ordinal categorical variable: 
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 𝑐(𝛼) = 2√𝐽
𝜒(𝑑𝑓=𝐽−1;𝛼)
2

𝑛
, (10) 

where n is the total population, J is the number of categories 

in the ordinal categorical variable, and 𝜒(𝐽−1);𝛼
2  is the 𝛼th 

quantile of the chi-square with degrees of freedom (𝐽 − 1). 
Furthermore, to identify the contribution of the ith row and 

jth column categories, the following hypotheses were made: 

H0: 𝑓𝑖 = 0 (The ith row category does not contribute.) 

H1: 𝑓𝑖 ≠ 0 (The ith row category contributes.) 

and 

H0: 𝑔𝑗 = 0 (The jth column category does not contribute.) 

H1: 𝑔𝑗 ≠ 0 (The jth column category contributes.) 

The approximate p-value for the ith nominal categorical 

variable was calculated by the following equation: 

(𝑝 − 𝑣𝑎𝑙𝑢𝑒)𝑖,𝐷 

= 𝑃 {𝜒2 > 𝑛𝜑2 (
1

𝑝𝑖•
− ∑ (

𝑓𝑖𝑚

√𝜆𝑚
)
2

𝑀
𝑚=𝐷+1 )

−1

∑ (
𝑓𝑖𝑚

√𝜆𝑚
)
2

𝐷
𝑚=1 }.  (11) 

The approximate p-value for the jth ordinal categorical 

variable was calculated by the following equation: 

 (𝑝 − 𝑣𝑎𝑙𝑢𝑒)𝑗,𝐷 = 𝑃{𝜒2 > 𝑛∑ 𝑝•𝑗𝑔𝑗𝑚
2𝐷

𝑚=1 }. (12) 

Approximate p-value less than the specified significance 

level provide evidence that the category contributed to the 

association between the two categorical variables. 

E. Correlation Values 

A correlation was used to get the vector coordinates of a 

continuous variable. The method chosen was the Pearson 

correlation. The correlation was calculated between 𝑄 

continuous variables and 𝑀 principal coordinates of the row 

categories. The following is the correlation formula between 

two vectors for 𝑞 = 1,2,⋯ , 𝑄 and 𝑑 = 1,2,⋯ ,𝑀 [2]: 

 𝜌𝑞𝑑 = 𝑐𝑜𝑟𝑟(𝑋𝑞 , 𝒇𝑑) =
∑ (𝑥𝑖𝑞−�̅�𝑞)
𝐼
𝑖=1 (𝑓𝑖𝑑−�̅�𝑑)

√∑ (𝑥𝑖𝑞−�̅�𝑞)
2𝐼

𝑖=1 √∑ (𝑓𝑖𝑑−𝑓�̅�)
2𝐼

𝑖=1

,  (13) 

where 𝑥𝑖𝑞 is the value for the ith row category and the qth 

continuous variables, �̅�𝑞 is the average value of the qth 

continuous variables, and 𝑓�̅� is the average value of the dth 

principal coordinates. 

F. Hybrid SOCA with Correlation Values 

The correlation value is a vector coordinate for a 

continuous variable; it can be written as follows [3]: 

𝚷 = (𝜌𝑞𝑑). 

Furthermore, calculations were carried out to obtain the 

vector coordinates corresponding to the principal 

coordinates of the SOCA. They were done on vector 

coordinates with a significant correlation. This was because 

decision-making based on a non-significant correlation was 

not representative. 𝜆𝑑
𝛼 became the multiplier for the 

continuous variable where 0 ≤ 𝛼 ≤ 1. Thus, the vector 

coordinates of the continuous variable, were calculated 

using the following formula: 

 𝚿 = 𝚷𝑑𝑖𝑎𝑔 (𝜆𝑑
1

2
𝛼) = (𝜓𝑞𝑑). (14) 

G. Steps of Data Analysis 

1.  Analyzing discrete data 
- Performing the chi-square test using Equation (1) 
- Calculating the matrix S using Equation (2) 
- Decomposition of S using HD based on Equation 

(3) 

- Calculating the principal coordinates of row and 
column categories using Equations (4) and (5) 

- Calculating inertia for row and column categories 
using Equations (6) and (7) 

- Calculating confidence regions using Equations (9) 
and (10) and approximate p-values using Equations 
(11) and (12) 

2.  Analyzing continuous data 
- Calculating the correlation between continuous 

variables and the principal coordinates of the row 
category using Equation (13) 

- Calculating the vector coordinates corresponding to 
the principal coordinates of the SOCA using 
Equation (14) 

3.  Building a correspondence map containing the 

principal coordinates of the row category, the column 

category's principal coordinates, and the continuous 

variable's vector coordinates 

III. RESULTS AND DISCUSSION 

This section describes the data processing results and 

discusses the analysis of discrete and continuous data 

associations using hybrid SOCA with correlation values. 

The obtained results are the principal coordinates of the 

discrete variables and the vector coordinates of the 

continuous variables for analyzing age group associations 

for each province and happiness indicator associations for 

each province and age group. 

A. Independence Test of Two Category Variables 

The data in the contingency table used was the population 

by age group for each province. The Chi-squared test was 

used to compare the variables of province and age group. 

The calculation of Equation (1) using R software obtained 

the value of 𝜒2 = 2426979 with 𝑑𝑓 = 396. In addition, an 

approximate p-value less than 2.2×10-16 was also obtained. 

The approximate p-value is smaller than 𝛼 = 0.05. Thus, it 

can be concluded that H0 is rejected. It means there is an 

association between age group variables and provinces in 

Indonesia. Because the chi-square test results did not reveal 

any information about the relationship between the 

categories, SOCA was used for further analysis. 

B. Principal Coordinates of Discrete Variables 

Furthermore, the analysis was continued with SOCA to 

identify associations between categories. SOCA was chosen 

because the categorical variables used were nominal and 

ordinal. The analysis results were the principal coordinates 

of the row and column categories. Tables II and III show the 

inertia calculations for row and column categories using R 

software and Equations (6), (7), and (8). 

 

 
 

TABLE II 

MAPPING QUALITY FOR PROVINCE CATEGORIES 

𝑑 𝜆𝑑
(𝑟)

 𝜙𝐷
(𝑟)

 
 𝑑 𝜆𝑑

(𝑟)
 𝜙𝐷

(𝑟)
 

1 1.15 × 10−2 89.25  7 5.46 × 10−6 99.94 

2 1.01 × 10−3 97.15  8 3.86 × 10−6 99.97 

3 2.58 × 10−4 99.16  9 1.46 × 10−6 99.98 

4 6.55 × 10−5 99.67  10 1.05 × 10−6 99.99 

5 1.78 × 10−5 99.81  11 5.24 × 10−7 100 

6 1.14 × 10−5 99.90  12 3.81 × 10−7 100 
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According to Tables II and III, the age group categories 

had the lowest variance values. Thus, the map to be built 

was based on Table III. Table III shows that the first 

dimension had a variance coverage of 81.58%. Based on 

this, the one-dimensional map was good at describing the 

relationship between the provincial category and the age 

group categories. The term confidence regions is replaced 

by confidence intervals due to the one-dimensional nature of 

the representation. Furthermore, the principal coordinates of 

the row and column categories were also obtained. Then the 

calculation row coordinates from equation (4) and each 

category's contribution from equations (9) and (11) are 

presented in Table IV. While the results of the calculation of 

the column coordinate from equation (5) and each category's 

contribution using equations (10) and (12) are presented in 

Table V. 

 

 
 

 
 

All p-values in Tables IV and V are zero. This means that 

age group categories and Indonesia's 34 provinces all 

contributed to the association between age group and 

province variables. This implies that all categories should be 

considered as the basis for policymaking. 

C. Vector Coordinates of Continuous Variables 

Furthermore, analysis was carried out on continuous data 

to obtain the vector coordinates of the continuous variable. 

The vector coordinates of the continuous variable were 

obtained from the correlation between the principal 

coordinates of the row categories (F) from Table IV and the 

continuous variables (X). The following are the results of 

the calculation of vector coordinates for the happiness index 

indicator using Equation (14), which correspond to the 

principal coordinates of the SOCA with a value of 𝛼 = 0. 

Based on Table VI, it can be identified that the principal 

coordinates of the row category and the vector coordinates 

of the continuous variable had negative values. This means 

that the continuous variable had an association with the row 

category. On the other hand, the principal coordinate of a 

row category with a positive value was associated with a 

continuous variable with a positive vector coordinate. 

 

 
 

D. Map of Hybrid Singly Ordered Correspondence 

Analysis with Correlation Values 

Mapping the row coordinates 𝑓𝑖1 , column coordinates 

𝑔𝑗1, and vector coordinates 𝜓𝑞1 from Tables IV, V, and VI 

results in Figure 1. Based on the variance values obtained in 

Table III, the map is formed in one dimension. Meanwhile, 

Figures 2 and 3 are enlarged maps of Figure 1. 

 

 

TABLE III 

MAPPING QUALITY FOR AGE GROUP CATEGORIES 

𝑑 𝜆𝑑
(𝑐)

 𝜙𝐷
(𝑐)

 
 𝑑 𝜆𝑑

(𝑐)
 𝜙𝐷

(𝑐)
 

1 1.05 × 10−2 81.58  7 9.30 × 10−6 99.78 

2 1.94 × 10−3 96.72  8 3.82 × 10−6 99.81 

3 2.69 × 10−4 98.81  9 1.37 × 10−5 99.91 

4 6.67 × 10−5 99.33  10 5.34 × 10−6 99.95 

5 3.03 × 10−5 99.57  11 2.62 × 10−6 99.97 

6 1.75 × 10−5 99.70  12 3.23 × 10−6 100 

 

TABLE IV 

ROW COORDINATES, CONFIDENCE INTERVALS (CI), AND P-VALUE OF ROW 

CATEGORY 

Province (𝑖) 𝑓𝑖1 CI P-value 

Aceh  -0.1300 0.0105 <0.0001 

North Sumatra -0.1026 0.0063 <0.0001 

West Sumatra -0.0504 0.0103 <0.0001 

Riau -0.1587 0.0094 <0.0001 

Jambi -0.0425 0.0126 <0.0001 

South Sumatra -0.0851 0.0082 <0.0001 

Bengkulu -0.0428 0.0169 <0.0001 

Lampung -0.0271 0.0081 <0.0001 

Bangka Belitung Island -0.0531 0.0198 <0.0001 

Riau Island -0.2009 0.0166 <0.0001 

Jakarta -0.0900 0.0070 <0.0001 

West Java -0.0323 0.0033 <0.0001 

Central Java  0.1260 0.0038 <0.0001 

DI Yogyakarta 0.1831 0.0116 <0.0001 

East Java 0.1405 0.0035 <0.0001 

Banten -0.0987 0.0067 <0.0001 

Bali 0.0733 0.0111 <0.0001 

West Nusa Tenggara -0.0309 0.0106 <0.0001 

East Nusa Tenggara -0.0623 0.0105 <0.0001 

West Kalimantan -0.0904 0.0106 <0.0001 

Central Kalimantan -0.1042 0.0147 <0.0001 

South Kalimantan 0.0009 0.0116 <0.0001 

East Kalimantan  -0.0795 0.0125 <0.0001 

North Kalimantan  -0.0910 0.0293 <0.0001 

North Sulawesi  0.0846 0.0147 <0.0001 

Central Sulawesi  -0.0527 0.0138 <0.0001 

South Sulawesi 0.0142 0.0078 <0.0001 

Southeast  Sulawesi -0.1195 0.0151 <0.0001 

Gorontalo -0.0461 0.0218 <0.0001 

West Sulawesi -0.0948 0.0209 <0.0001 

Maluku -0.1144 0.0182 <0.0001 

North Maluku -0.1254 0.0219 <0.0001 

West Papua -0.2121 0.0255 <0.0001 

Papua -0.1954 0.0133 <0.0001 

 

 

TABLE V 

COLUMN COORDINATES, CONFIDENCE INTERVAL, AND P-VALUE OF 

COLUMN CATEGORY 

Age (𝑗)  

(in years) 
𝑔𝑗1 P-value 

 Age (𝑗)  

(in years) 
𝑔𝑗1 P-value 

17 to 21 -1.3519 <0.0001  52 to 56 0.8380 <0.0001 

22 to 26 -1.0391 <0.0001  57 to 61 1.1508 <0.0001 

27 to 31 -0.7262 <0.0001  62 to 66 1.4636 <0.0001 

32 to 36 -0.4134 <0.0001  67 to 71 1.7765 <0.0001 

37 to 41 -0.1005 <0.0001  72 to 76 2.0893 <0.0001 

42 to 46 0.2123 <0.0001  77 or more 2.4021 <0.0001 

47 to 51 0.5251 <0.0001     

Note: the length of convidence intervals for every age group is 0.0024 

 

TABLE VI 

VECTOR COORDINATES OF CONTINUOUS VARIABLE 

Variable 𝜓𝑞1  Variable 𝜓𝑞1 

X1 0.0997  X11 −0.0391 

X2 −0.0634  X12 0.4595 

X3 −0.0245  X13 0.4634 

X4 −0.0365  X14 −0.2054 

X5 0.1137  X15 −0.1864 

X6 −0.1401  X16 −0.1287 

X7 −0.3588  X17 −0.2113 

X8 −0.0211  X18 −0.0248 

X9 0.2078  X19 −0.0945 

X10 0.2252    
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 Figure 2 shows that the age range of 17 to 41 years had a 

negative sign. Provinces with negative principal coordinates 

had positive associations with the age category 17 to 41 

years, including Aceh, North Sumatra, West Sumatra, Riau, 

Jambi, South Sumatra, Bengkulu, Lampung, Bangka 

Belitung Island, Riau Island, Jakarta, West Java, Banten, 

West Nusa Tenggara, East Nusa Tenggara, West 

Kalimantan, Central Kalimantan, East Kalimantan, North 

Kalimantan, Central Sulawesi, Southeast Sulawesi, 

Gorontalo, West Sulawesi, Maluku, North Maluku, Papua, 

and West Papua. On the other hand, provinces positively 

associated with the age category of 17 to 41 years were 

positively associated with 13 indicators of the happiness 

index. These indicators included occupation (X2), 

household income (X3), health (X4), family harmony (X6), 

availability of free time (X7), social relations (X8), feelings 

of happiness (X11), independence (X14), environmental 

mastery (X15), self-development (X16), positive 

relationships with others (X17), life goals (X18), and self-

acceptance (X19). Based on this, it was found that achieving 

the 13 indicators would make the people in the 27 provinces 

happy. Therefore, these 13 indicators must be maintained if 

they are good and improved if they are not. 

Based on Figure 3, the category of age 41 years or more 

was positive. Provinces with positive principal coordinates 

were positively associated with the age category of 41 years 

or more, such as Central Java, DIY, East Java, Bali, South 

Kalimantan, North Sulawesi, and South Sulawesi. In 

addition, provinces positively associated with the age 

category of 41 years or more were positively associated with 

six indicators of the happiness index. These indicators 

included education (X1), housing conditions and home 

facilities (X5), environmental conditions (X9), security 

conditions (X10), not feeling worried (X12), and not feeling 

depressed (X13). Based on this, it was found that the 

population in the seven provinces would feel happy if these 

six indicators could be achieved. Therefore, these seven 

indicators must be maintained if they are good and improved 

if they are not. 

Based on the value of the happiness index, it was 

discovered that a person is in the happy category if their 

happiness index score reaches 70 [20]. Therefore, the 

increase in happiness was carried out based on indicators 

positively associated with the province with a value of less 

than 70. Thus, the main priority of increasing happiness in 

Aceh, North Sumatra, and 25 other provinces was based on 

13 indicators positively associated with these provinces with 

an index value of less than 70. After that, improvements 

were made to six other indicators with an index of less than 

70. Therefore, the main priority was to increase happiness in 

Central Java, DIY, and five other provinces, starting with 

six indicators positively associated with these provinces 

Fig 2. Enlarged map of Hybrid SOCA with correlation values. This is the part of the map with negative coordinates. 

 

Fig 3. Enlarged map of Hybrid SOCA with correlation values. This is the part of the map with positive coordinates. 

Fig 1. Hybrid SOCA with correlation values map. 
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with an index value of less than 70. Then it proceeded to the 

remaining 13 indicators with an index of less than 70. 

Based on this, the five main priority indicators of increasing 

happiness in Aceh were household income, self-

development, occupation, education, and skills, and feeling 

unconcerned. Meanwhile, in Central Java Province, there 

are five main priority indicators of increasing happiness, 

starting with indicators of education and skills, housing 

conditions and home facilities, feeling unconcerned, 

household income, and self-development. 

IV. CONCLUSION 

Based on the results and discussion, it is possible to 

conclude that the SOCA method was used to obtain the 

principal coordinates of the row and column categories. 

These coordinates were used to identify associations in 

discrete data made up of contingency tables with nominal 

and ordinal scales. The dimensions of the map were 

determined using the smallest variance value between the 

row and column categories. The vector coordinates of the 

continuous variable were obtained based on the correlation 

value between the continuous variables and the principal 

coordinates of the SOCA. These coordinates were used to 

identify relationships in continuous data. Using confidence 

regions or intervals and approximate p-values, the statistical 

significance of a category contributing to the structure of the 

association between two categorical variables with nominal 

and ordinal scales could be identified. 

According to the case study, all nominal and ordinal scale 

variables significantly contributed to the association 

between age group and province variables. The results of the 

association revealed that 27 provinces were positively 

associated with the age category of 17 to 41 years, and these 

provinces were associated with 13 happiness index 

indicators. The other seven provinces were associated with 

the age category of 41 years or older, and these were 

associated with six indicators of the happiness index. 

In order to improve the coverage of the information, the 

correspondence map should be made in two dimensions for 

future research. Thus, the calculation of confidence regions 

or intervals must consider different weights for each 

dimension, such as using confidence ellipses. If the 

cumulative variance is more than 70% in high dimensions 

(more than two), then the information cannot be obtained 

from the map. Therefore, information is obtained using the 

distance matrix and cluster analysis of principal coordinates 

and vector coordinates. Based on case studies, the provincial 

government, or Bappenas, can evaluate indicators focusing 

on increasing happiness for each age group in order to 

improve the welfare of the population. 
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