
On the Reverse Minkowski’s, Reverse Hölder’s
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Abstract—To investigate integral inclusions through interval-
valued mappings, we utilize the notion of the interval-valued
fractional integrals having exponential kernels. We develop
the reverse Minkowsky’s, including with the reverse Hölder’s
fractional integral inclusions in association with interval-valued
mappings. Other fractional integral inclusions in relation to
the Hermite–Hadamard-type inequalities are reported as well.
Moreover, we provide some examples concerning interval-
valued mappings, to enucleate the correctness of the inclusion
relations presented here.

Index Terms—Interval-valued mappings; fractional integral;
fractional integral inclusions; Hermite–Hadamard’s inequalities

I. INTRODUCTION AND PRELIMINARIES

THE convexity of mappings is an impressive tool, in
particular, which is applicable in several distinct areas

of engineering mathematical and applied analysis. Recently, a
large number of researchers, including with mathematicians,
engineers and scientists, have devoted all their energies
to researching the integral inequalities in accordance with
functional convexities within a few varieties of directions,
see the published articles [1], [2], [3], [4] and the refer-
ences cited in them. Among them, one of the outstanding
integral inequalities, as respects convex mappings, is named
as the Hermite–Hadamard’s integral inequalities, which is
employed diffusely in plenty of other branch of learning of
applied analysis, especially in the field of optimality analysis.
Let us retrospect it as follows.

Given that the mapping h : Λ ⊆ R→ R is a convex map-
ping defined on the real-valued interval Λ, for all c, z ∈ Λ
together with c 6= z. Then, we have the successive Hermite–
Hadamard’s integral inequalities:

h

(
c+ z

2

)
≤ 1

z − c

∫ z

c

h(ζ)dζ ≤ h(c) + h(z)

2
. (1)

The extraordinary Hermite–Hadamard’s integral inequal-
ities, which have set off considerable attention from quite
a few mathematicians, provide upper and lower bounds for
the mean value involving with a continuous convex mapping
h : [c, z] → R. There have been a large amount of
the published articles regarding the Hermite–Hadamard-type
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integral inequalities. Hereby, we enumerate some existing
ones on the basis of different groups of convex mappings.
For example, one can refer to Dragomir and Nikodem [5]
for strongly convex mappings, to Kórus [6] for s-convex
mappings, to Kadakal et al. [7] for exponential trigonometric
convex mappings, to Delavar and De La Sen [8] for h-convex
mappings, to Andrić and Pečarić [9] for (h, g;m)-convex
mappings and so on. For recent outcomes with regard to
this topical subject, we recommend the minded readers to
consult the published articles [10], [11], [12], [13], [14] and
the bibliographies quoted in them.

On the other hand, not a few researchers have contributed
to the study of the Hermite–Hadamard-type inequalities in
the sense of different types of fractional integral operators.
Here we mention some outcomes of [15], [16], [17] and the
corresponding references cited therein. In 2019, Ahmad et al.
put forward a family of fractional integral operators, that is,
the fractional integral operators having exponential kernels
in the coming way.

Definition 1.1: [18] It is assumed that the mapping h ∈
L1 ([c, z]). The fractional integral operators together with
exponential-type kernels Iαc+h and Iαz−h of order α ∈ (0, 1)
are, correspondingly, defined by the successive expressions

Iαc+h(x) =
1

α

∫ x

c

exp

(
−1− α

α
(x− ζ)

)
h(ζ)dζ, x > c,

and

Iαz−h(x) =
1

α

∫ z

x

exp

(
−1− α

α
(ζ − x)

)
h(ζ)dζ, x < z.

From Definition 1.1, we can also readily observe that

lim
α→1−

Iαc+h(x) =

∫ x

c

h(ζ)dζ, lim
α→1−

Iαz−h(x) =

∫ z

x

h(ζ)dζ.

If we consider taking c = 0 only, for the sake of brevity,
then we will write

Iαh(x) =
1

α

∫ x

0

exp

(
−1− α

α
(x− ζ)

)
h(ζ)dζ, x > 0.

Ahmad et al. also established the coming outcome.
Theorem 1.1: [18] It is assumed that the convex mapping

h : [c, z] → R is positive along with 0 ≤ c < z. If the
mapping h ∈ L1 ([c, z]), then the coming inequalities via
fractional integrals having exponential-type kernels hold true:

h

(
c+ z

2

)
≤ 1− α

2(1− e−ρ)
[Iαc+h(z) + Iαz−h(c)]

≤ h(c) + h(z)

2
,

(2)
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where
ρ =

1− α
α

(z − c), (0 < α < 1).

Fractional calculus, as a rather advantageous tool, has
proven to be an vital cornerstone in engineering mathematics
and applied analyses. For example, Li et al. in Ref. [19]
studied the fractional order Chebyshev cardinal function and
presented solutions for two different forms of fractional
order delay differential equations. In Ref. [20], the author
considered the oscillation of a class fractional differential
equations and established some oscillatory criteria for the
equations. Moreover, Alomari and Massoun [21] investigated
time-fractional coupled Korteweg-de Vries differential equa-
tions and proposed an efficient solution method based on
Caputo definition. For more application results with regard
to this issue, see the published articles [22], [23] and the
references cited in them.

On the other hand, the research of the fractional calculus
theory has attracted extensive interest of many scholars,
especially in the field of fractional integral inequality. In con-
sequence, certain brilliant integral inequalities, in accordance
with a fruitful interaction of various approaches of fractional
calculus, were brought into force by mass learned men,
containing with Mohammed [24] in the study of the Hermite–
Hadamard-type integral inequalities, and Set, et al. [25] in
the Simpson-type integral inequalities in terms of Riemann–
Liouville fractional integrals, Chen and Katugampola [26]
in the Fejér–Hermite–Hadamard-type integral inequalities by
virtue of Katugampola fractional integrals, Meftah, et al.
[27] in the Maclaurin-type integral inequalities via local
fractional integrals, Du, et al. [28] in the extensions of
the trapezoid-type integral inequalities considering with k-
fractional integrals, as well as Mohammed and Hamasalh
[29] in the Hermite–Hadamard’s integral inequalities through
conformable fractional integrals. For more findings in rela-
tion to the fractional integral operators, we recommend the
minded readers to glance over the published articles [30],
[31], [32], [33], [34] and the bibliographies quoted in them.

Later, we will begin with evoking the axioms of interval
analysis, which are employed throughout the present study.

It is assumed that the set ∆ is closed, bounded real-valued
interval subset of R, which is represented as

∆ = [∆,∆] =
{
φ ∈ R : ∆ ≤ φ ≤ ∆

}
,

in which, ∆,∆ ∈ R together with ∆ ≤ ∆. The left as
well as right endpoints of the real-valued interval ∆ are the
real numbers ∆ and ∆, correspondingly. If we consider that
the condition ∆ = Υ = ∆ holds true, then the real-valued
interval ∆ is known as the degradation, in this situation, we
consider adopting the form ∆ = Υ = [Υ,Υ]. In addition, if
the real number ∆ > 0, then the real-valued interval ∆ is
positive or if the real number ∆ < 0, then the real-valued
interval ∆ is negative. We appoint RI , R−I together with R+

I
to denote the sets of all closed real-valued intervals of R, the
sets of all closed negative real-valued intervals of R, as well
as the sets of all closed positive real-valued intervals of R,
correspondingly. Based upon these symbols, the Hausdorff–
Pompeiu distance, considering with the real-valued intervals
∆ and N , is represented as

d(∆, N) = d
(

[∆,∆], [N,N ]
)

= max
{∣∣∆−N ∣∣, ∣∣∆−N ∣∣}.

Clearly, (RI , d) belongs to a complete metric space.
Concerning to the real-valued intervals ∆ and N , their

interval arithmetic operations are the coming ones:

∆ +N = [∆ +N,∆ +N ],

∆−N = [∆−N,∆−N ],

∆ ·N = [minS,maxS],

where S = {∆ N,∆N,∆N,∆ N},
∆/N = [minT,maxT ](0 /∈ N),

where T = {∆/N,∆/N,∆/N,∆/N}.

The power operation regarding the real-valued interval ∆
is characterized as

∆n =
[
min{∆n,∆

n},max{∆n,∆
n}
]

= [∆n,∆
n
], (∆ > 0, n ∈ R).

The scalar multiplicative operation pertaining to the real-
valued interval ∆ is described by the coming expressions:

η∆ = η[∆,∆] =


[η∆, η∆], η > 0,

0, η = 0,

[η∆, η∆], η < 0,

in which the number η ∈ R. In concerning to the opposite
element for the real-valued interval ∆, one knows that

−∆ := (−1)∆ = [−∆,−∆].

The subtracting operation is adopted by the subsequent
ways:

∆−N = ∆ + (−N) = [∆−N,∆−N ].

Here, what we want to point out is that −∆ is not additive
inverse for ∆, that is, ∆ −∆ 6= 0. If the condition ∆ = ∆
holds true, in this case, then the equality is satisfied.

We next begin to state a nonempty closed interval set RI ,
together with addition operations (+), as well as multiplica-
tive operations (·), which is often referred as to a quasilinear
space, if the below-mentioned laws hold true.
(a) (∆ +N) +H = ∆ + (N +H) for each ∆, N,H ∈ RI ,
(b) ∆ + 0 = 0 + ∆ = ∆ for each ∆ ∈ RI ,
(c) ∆ +N = N + ∆ for each ∆, N ∈ RI ,
(d) ∆ +N = H +N ⇒ ∆ = H for any ∆, N,H ∈ RI ,
(e) (∆ ·N) ·H = ∆ · (N ·H) for each ∆, N,H ∈ RI ,
(f) ∆ ·N = N ·∆ for each ∆, N ∈ RI ,
(g) Z · 1 = 1 · Z = Z for any Z ∈ RI ,
(h) ξ(η∆) = (ξη)∆ for each ∆ ∈ RI and each ξ, η ∈ R,
(i) η(∆ + N) = η∆ + ηN for each ∆, N ∈ RI and every
η ∈ R,
(j) (ξ + η)∆ = ξ∆ + ηN for each ∆, N ∈ RI and each
ξ, η ∈ R with ξη ≥ 0.

It is worthy of notice that the distributive law, in the
interval analysis context, is not always valid. To illustrate
this fact, we provide an example here.

∆ = [2, 6], N = [−3,−1], H = [1, 2],

∆ · (N +H) = [−12, 6],

whereas
∆ ·N + ∆ ·H = [−16, 10].
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However, the distributive law can be caught hold of in certain
cases. For instance, if we consider adding the condition N ·
H > 0, then we find out that

∆ · (N +H) = ∆ ·N + ∆ ·H.

The inclusion relation, with respect to the real-valued
intervals ∆ and N , is represented as below.

∆ ⊆ N ⇔ N ≤ ∆ and ∆ ≤ N.

Concerning to the arithmetic operations, as well as the
inclusion relations, one has the successive characteristic,
which is referred to as the inclusion isotone regarding interval
operations.

The addition, subtraction, multiplication or division is
represented by the symbol �. It is assumed that ∆, N,H
along with K are all the real-valued intervals such that

∆ ⊆ N and H ⊆ K.

In view of this, the subsequent inclusion relation holds true:

∆�H ⊆ N �K.

Let us retrospect the following important conception,
which was considered by Moore et al. in [35].

Definition 1.2: [35] It is assumed that H(ζ) =
[H(ζ), H(ζ)], ζ ∈ I◦, in which I◦ is the interior of
I ⊆ R. We call that the interval-valued mapping H(ζ) is
Lebesgue integrable, if the mappings H(ζ) and H(ζ) are
both measurable and Lebesgue integrable defined on the
real-valued interval I◦. Moreover, the interval-valued integral∫ z
c
H(ζ)dζ is given by the coming expression:∫ z

c

H(ζ)dζ =

[∫ z

c

H(ζ)dζ,

∫ z

c

H(ζ)dζ

]
.

Breckner took into account the conception of interval-
valued convexity in the article [36].

Definition 1.3: [36] It is assumed that the mapping H :
I → RI is an interval-valued mapping, in which I ⊆ R
is a convex set. We say that H is a convex interval-valued
mapping when, and only when

H(ξχ+ (1− ξ)η) ⊇ ξH(χ) + (1− ξ)H(η)

holds true for all χ, η ∈ I and ξ ∈ [0, 1].
In the article [37], Sadowska generalized the Hermite–

Hadamard’s integral inequalities to the form of interval
integrals as below:

H

(
c+ z

2

)
⊇ 1

z − c

∫ z

c

H(ζ)dζ ⊇ H(c) +H(z)

2
, (3)

in which H : I ⊆ R → RI is a convex interval-valued
mapping on the real-valued interval I , for any c, z ∈ I with
c < z.

Next, let us call to mind the coming left- and right-
sided of the interval-valued fractional integrals including with
exponential kernels, which were taken into account by Zhou
et al. in the article [38].

Definition 1.4: [38] Given that H : [c, z] → RI
is an interval-valued mapping satisfying that H(ζ) =[
H(ζ), H(ζ)

]
, in which H(ζ), H(ζ) are both Riemannian

integrable defined on the real-valued interval [c, z]. The
interval-valued left- and right-sided fractional integrals, in-
cluding with exponential-type kernels with regard to the

mapping H , correspondingly, are given in the coming ex-
pressions:

Iαc+H(ζ) =
1

α

∫ ζ

c

exp

(
−1− α

α
(ζ − θ)

)
H(θ)dθ, ζ > c,

and

Iαz−H(ζ) =
1

α

∫ z

ζ

exp

(
−1− α

α
(θ − ζ)

)
H(θ)dθ, ζ < z,

along with α ∈ (0, 1). Apparently, we can readily observe
that

Iαc+H(ζ) =
[
Iαc+H(ζ), Iαc+H(ζ)

]
,

and
Iαz−H(ζ) =

[
Iαz−H(ζ), Iαz−H(ζ)

]
.

Interval analysis theories, as a special case of set-valued
analysis, take advantage of the methods of mathematical
analysis and the ideas of general topology to study the
characteristics of set inclusions. It is undeniable that the
interval-valued functions have a great influence on both
engineering mathematical and applied analysis. A primordial
application of the interval analysis is to consider the error
bounds of the numerical solution of finite state machines. As
one of the approaches to solve interval uncertainty, interval
analysis has been used in mathematical and computer models
in the past fifty years. It is to be mentioned here that a good
few key application problems in connection with interval
analysis, especially in computer graphics [39], automatic
error analysis [40] as well as neural network output [41],
have been reported in the literature. On the other hand,
the study of quite a few integral inequalities, as a natural
integration with the interval-valued functions, has been im-
plemented by some authors, containing with Kara et al. [42],
Li et al. [43], Nikodem [44] and Nwaeze [45] in the study
of Hermite–Hadamard-type set inclusions considering with
the interval-valued two-dimensional co-ordinated convexity,
the interval-valued generalized p-convexity, the set-valued
(k, h)-convexity as well as the interval-valued m-polynomial
harmonically convexity, correspondingly. And Khan et al.
[46] further considered the fractional Hermite–Hadamard-
type integral inequalities in accordance with the interval-
valued harmonically convexity. by virtue of interval-valued
h-convexity and harmonically h-convexity, Kalsoom et al.
[47] gave the fractional Hermite–Hadamard–Fejér-type set
inclusions. In the meantime, Kara et al. [48] presented
the fractional Hermite–Hadamard–Mercer-type set inclusions
for interval-valued functions. Under the setting of interval-
valued multiplicative calculus, Ali et al. [49] established
the Hermite–Hadamard-type multiplicative integral inclusion
relations. In addition, the authors of the paper [50], by virtue
of gH-differentiable interval-valued mappings, investigated
some Ostrowski-type integral inequalities. And the authors
of the paper [51] also discussed the Wirtinger-type integral
inequalities involving with interval-valued functions and so
on. For more findings in accordance with interval-valued
mappings, we invite the minded readers to consult [52], [53],
[54], [55], [56] and the references therein.

Enlightened by the above-mentioned outcomes, in partic-
ular, these developed in [57] and [58], the present paper, by
virtue of the interval-valued fractional integrals, is devoted
to establishing set inclusion relations, which are related to
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the reverse Minkowsky’s, as well as the reverse Hölder’s
integral inequalities. To achieve this objective, by taking
advantage of the left interval-valued fractional integral op-
erators along with exponential kernels only, we develop the
reverse Minkowsky’s, as well as reverse Hölder’s fractional
integral inclusions via interval-valued mappings. Certain
other fractional integral inclusions, in association with the
Hermite–Hadamard-type inequalities, are discussed as well.

II. MAIN RESULTS

In view of the interval-valued fractional integral operators
having exponential kernels, our first outcome is the succes-
sive reverse Minkowski’s integral inclusion relation.

Theorem 2.1: If G,H : [c, z] → R+
I both belong to two

interval-valued mappings along with c < z satisfying that
G(τ) =

[
G(τ), G(τ)

]
, H(τ) =

[
H(τ), H(τ)

]
, Iαc+G

p(τ) <
∞ and Iαc+H

p(τ) <∞, then we have the coming inclusion
relation [

Iαc+G
p(z)

] 1
p

+
[
Iαc+H

p(z)
] 1
p

⊆
[

1 + r(R+ 2)

(1 + r)(1 +R)
,

1 +R(r + 2)

(1 + r)(1 +R)

]
×
[
Iαc+(G+H)p(z)

] 1
p

,

(4)

where 0 < r ≤ G(τ)
H(τ) ≤ R, 0 < r ≤ G(τ)

H(τ)
≤ R, τ ∈ [c, z]

and 0 < α < 1 with p ≥ 1.
Proof. Since G(τ)

H(τ)
≤ R, τ ∈ [c, z] with c < z, we find out

that
(R+ 1)pG

p
(τ) ≤ Rp(G+H)p(τ). (5)

Multiplying both sides of (5) by 1
α exp

(
− 1−α

α (z − τ)
)
, and

integrating the resulting relation with regard to τ from c to
z, it yields that

(R+ 1)p

α

∫ z

c

exp

(
−1− α

α
(z − τ)

)
G
p
(τ)dτ

≤ Rp

α

∫ z

c

exp

(
−1− α

α
(z − τ)

)
(G+H)p(τ)dτ,

which is equivalent to[
Iαc+G

p
(z)
] 1
p ≤ R

R+ 1

[
Iαc+(G+H)p(z)

] 1
p

. (6)

Taking advantage of the condition G(τ)
H(τ) ≥ r, we have that

(r + 1)pGp(τ) ≥ rp(G+H)p(τ). (7)

Multiplying both sides of (7) by 1
α exp

(
− 1−α

α (z − τ)
)
, and

integrating the resulting relation with regard to τ on the
interval [c, z], we deduce that

(r + 1)p

α

∫ z

c

exp

(
−1− α

α
(z − τ)

)
Gp(τ)dτ

≥ rp

α

∫ z

c

exp

(
−1− α

α
(z − τ)

)
(G+H)p(τ)dτ,

which is equivalent to[
Iαc+G

p(z)
] 1
p ≥ r

r + 1

[
Iαc+(G+H)p(z)

] 1
p

. (8)

Owing to [Iαc+G
p(z)]

1
p =
[
[Iαc+G

p(z)]
1
p , [Iαc+G

p
(z)]

1
p

]
, by

means of (6) and (8), we know that

[Iαc+G
p(z)]

1
p =

[
[Iαc+G

p(z)]
1
p , [Iαc+G

p
(z)]

1
p

]
⊆
[ r

r + 1

[
Iαc+(G+H)p(z)

] 1
p

,

R

R+ 1

[
Iαc+(G+H)p(z)

] 1
p
]

=

[
r

r + 1
,

R

R+ 1

] [
Iαc+(G+H)p(z)

] 1
p

.

(9)

Besides, for the another function [Iαc+H
p(z)]

1
p , in view of

the condition G(τ)

H(τ)
≥ r, we acquire that(

1 +
1

r

)p
H
p
(τ) ≤ 1

rp
(G+H)p(τ). (10)

Multiplying both sides of (10) by 1
α exp

(
− 1−α

α (z − τ)
)
, and

integrating the resulting relation regarding τ on the interval
[c, z], we gain that(

1 +
1

r

)p
1

α

∫ z

c

exp

(
−1− α

α
(z − τ)

)
H
p
(τ)dτ

≤ 1

rp
1

α

∫ z

c

exp

(
−1− α

α
(z − τ)

)
(G+H)p(τ)dτ.

It yields that[
Iαc+H

p
(z)
] 1
p ≤ 1

r + 1

[
Iαc+(G+H)p(z)

] 1
p

. (11)

Analogously, utilizing the condition G(τ)
H(τ) ≤ R, it follows

that (
1 +

1

R

)p
Hp(τ) ≥ 1

Rp
(G+H)p(τ). (12)

Multiplying both sides of (12) by 1
α exp

(
− 1−α

α (z − τ)
)
,

and integrating the resulting relation pertaining to τ on the
interval [c, z], we get that(

1 +
1

R

)p
1

α

∫ z

c

exp

(
−1− α

α
(z − τ)

)
Hp(τ)dτ

≥ 1

Rp
1

α

∫ z

c

exp

(
−1− α

α
(z − τ)

)
(G+H)p(τ)dτ.

This implies that we have[
Iαc+H

p(z)
] 1
p ≥ 1

R+ 1

[
Iαc+(G+H)p(z)

] 1
p

. (13)

In terms of (11) and (13), we obtain that

[Iαc+H
p(z)]

1
p =

[
[Iαc+H

p(z)]
1
p , [Iαc+H

p
(z)]

1
p

]
⊆

[
1

R+ 1

[
Iαc+(G+H)p(z)

] 1
p

,

1

r + 1

[
Iαc+(G+H)p(z)

] 1
p

]

=

[
1

R+ 1
,

1

r + 1

] [
Iαc+(G+H)p(z)

] 1
p

.

(14)

Summing (9) and (14), we receive the desired inclusion
relation in (4). This concludes the proof.

Remark 2.1: According to Theorem 2.1, we have the
succedent findings.
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(1) If we consider taking α→ 1, then we have that(∫ z

c

Gp(τ)dτ

) 1
p

+

(∫ z

c

Hp(τ)dτ

) 1
p

⊆
[

1 + r(R+ 2)

(1 + r)(1 +R)
,

1 +R(r + 2)

(1 + r)(1 +R)

]
×
(∫ z

c

(G+H)p(τ)dτ

) 1
p

.

(2) If the mappings fulfill the conditions G = G and H =
H , then one deduces that

1 + r(R+ 2)

(1 + r)(1 +R)

[
Iαc+(G+H)p(z)

] 1
p

≤
[
Iαc+G

p(z)
] 1
p

+
[
Iαc+H

p(z)
] 1
p

≤ 1 +R(r + 2)

(1 + r)(1 +R)

[
Iαc+(G+H)p(z)

] 1
p

.

(3) If we consider letting α → 1, G = G and H = H ,
then we derive that

1 + r(R+ 2)

(1 + r)(1 +R)

(∫ z

c

(G+H)p(τ)dτ

) 1
p

≤
(∫ z

c

Gp(τ)dτ

) 1
p

+

(∫ z

c

Hp(τ)dτ

) 1
p

≤ 1 +R(r + 2)

(1 + r)(1 +R)

(∫ z

c

(G+H)p(τ)dτ

) 1
p

,

which is a generalized form of the reverse Minkowski’s
integral inequality in [59, Theorem 1.2].

We now establish the subsequent two inclusion relations,
which are related to the reverse Hölder’s fractional integral
inequalities.

Theorem 2.2: If G,H : [c, z] → R+
I are both two

interval-valued mappings with c < z satisfying that G(τ) =[
G(τ), G(τ)

]
, H(τ) =

[
H(τ), H(τ)

]
, Iαc+G(τ) < ∞

together with Iαc+H(τ) < ∞, then we have the successive
set inclusion relation[
Iαc+G(z)

] 1
p
[
Iαc+H(z)

] 1
q

⊆

[( r
R

) 1
pq

,

(
R

r

) 1
pq

]
Iαc+

[
(G(z))

1
p (H(z))

1
q

]
,

(15)

where 0 < r ≤ G(τ)
H(τ) ≤ R, 0 < r ≤ G(τ)

H(τ)
≤ R, τ ∈ [c, z]

and α ∈ (0, 1) with 1
p + 1

q = 1, p > 1.

Proof. On account of G(τ)

H(τ)
≤ R, τ ∈ [c, z] with c < z,

we find out that

R
1
q
[
H(τ)

] 1
q ≥

[
G(τ)

] 1
q ,

and

R
1
q
[
H(τ)

] 1
q
[
G(τ)

] 1
p ≥

[
G(τ)

] 1
q
[
G(τ)

] 1
p = G(τ). (16)

Multiplying both sides of (16) by 1
α exp

(
− 1−α

α (z − τ)
)
,

and integrating the resulting relation with regard to τ on
the interval [c, z], we get that

R
1
q

1

α

∫ z

c

exp

(
−1− α

α
(z − τ)

)[
H(τ)

] 1
q
[
G(τ)

] 1
p dτ

≥ 1

α

∫ z

c

exp

(
−1− α

α
(z − τ)

)
G(τ)dτ,

which is equivalent to[
Iαc+G(z)

] 1
p ≤ R

1
pq Iαc+

([
H(z)

] 1
q
[
G(z)

] 1
p

) 1
p

. (17)

In the light of the condition G(τ)
H(τ) ≥ r, we gain that

[G(τ)]
1
q ≥ r

1
q [H(τ)]

1
q ,

and

r
1
q [H(τ)]

1
q [G(τ)]

1
p ≤ [G(τ)]

1
q [G(τ)]

1
p = G(τ). (18)

Multiplying both sides of (18) by 1
α exp

(
− 1−α

α (z − τ)
)
,

and integrating the resulting relation with regard to τ on
the interval [c, z], we derive that

r
1
q

1

α

∫ z

c

exp

(
−1− α

α
(z − τ)

)
[H(τ)]

1
q [G(τ)]

1
p dτ

≤ 1

α

∫ z

c

exp

(
−1− α

α
(z − τ)

)
G(τ)dτ.

It means that we have

[Iαc+G(z)]
1
p ≥ r

1
pq Iαc+

(
[H(z)]

1
q [G(z)]

1
p

) 1
p

. (19)

Due to [Iαc+G(z)]
1
p =
[
[Iαc+G(z)]

1
p , [Iαc+G(z)]

1
p

]
, by means

of (17) and (19), we deduce that

[Iαc+G(z)]
1
p =

[
[Iαc+G(z)]

1
p , [Iαc+G(z)]

1
p

]
⊆
[
r

1
pq Iαc+

(
[G(z)]

1
p [H(z)]

1
q

) 1
p

,

R
1
pq Iαc+

([
G(z)

] 1
p
[
H(z)

] 1
q

) 1
p
]

=
[
r

1
pq , R

1
pq

]
Iαc+

[
(G(z))

1
p (H(z))

1
q

] 1
p

.

(20)

For the another mapping [Iαc+H(z)]
1
q , on the basis of the

condition G(τ)

H(τ)
≥ r, we have that

1

rp
[
G(τ)

] 1
p ≥

[
H(τ)

] 1
p ,

and arrive at
1

rp
[
H(τ)

] 1
q
[
G(τ)

] 1
p ≥

[
H(τ)

] 1
q
[
H(τ)

] 1
p = H(τ). (21)

Multiplying both sides of (21) by 1
α exp

(
− 1−α

α (z − τ)
)
,

and integrating the resulting relation pertaining to τ on the
interval [c, z], we achieve that

1

rp
1

α

∫ z

c

exp

(
−1− α

α
(z − τ)

)[
H(τ)

] 1
q
[
G(τ)

] 1
p dτ

≥ 1

α

∫ z

c

exp

(
−1− α

α
(z − τ)

)
H(τ)dτ.

It yields that[
Iαc+H(z)

] 1
q ≤ 1

rpq
Iαc+

([
H(z)

] 1
q
[
G(z)

] 1
p

) 1
q

. (22)

Making use of the condition G(τ)
H(τ) ≤ R, we acquire that

1

Rp
[G(τ)]

1
p ≤ [H(τ)]

1
p ,

and
1

Rp
[H(τ)]

1
q [G(τ)]

1
p ≤ [H(τ)]

1
q [H(τ)]

1
p = H(τ). (23)
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Multiplying both sides of (23) by 1
αe
− 1−α

α (z−τ), and inte-
grating the resulting relation with regard to τ on the interval
[c, z], we obtain that

1

Rp
1

α

∫ z

c

e−
1−α
α (z−τ) [H(τ)]

1
q [G(τ)]

1
p dτ

≤ 1

α

∫ z

c

e−
1−α
α (z−τ)H(τ)dτ.

It follows that

[Iαc+H(z)]
1
q ≥ 1

Rpq
Iαc+

(
[H(z)]

1
q [G(z)]

1
p

) 1
q

. (24)

According to (22) and (24), we deduce that

[Iαc+H(z)]
1
q =

[
[Iαc+H(z)]

1
q , [Iαc+H(z)]

1
q

]
⊆
[ 1

Rpq
Iαc+

(
[H(z)]

1
q [G(z)]

1
p

) 1
q

,

1

rpq
Iαc+

([
H(z)

] 1
q
[
G(z)

] 1
p

) 1
q
]

=

[
1

Rpq
,

1

rpq

]
Iαc+

[
(G(z))

1
p (H(z))

1
p

] 1
q

.

(25)

Multiplying the relations (20) and (25), we receive the
required set inclusion relation in (15). The proof is now
completed.

Remark 2.2: In the light of Theorem 2.2, we have the
succeeding findings.

(1) If we consider taking α→ 1, then we have that(∫ z

c

G(τ)dτ

) 1
p
(∫ z

c

H(τ)dτ

) 1
q

⊆

[( r
R

) 1
pq

,

(
R

r

) 1
pq

]∫ z

c

(G(τ))
1
p (H(τ))

1
q dτ.

(2) If the mappings meet the conditions G = G and H =
H , then one gains that( r

R

) 1
pq Iαc+

[
(G(z))

1
p (H(z))

1
q

]
≤
[
Iαc+G(z)

] 1
p
[
Iαc+H(z)

] 1
q

≤
(
R

r

) 1
pq

Iαc+
[
(G(z))

1
p (H(z))

1
q

]
.

(3) If we consider letting α → 1, G = G and H = H ,
then we get that( r

R

) 1
pq

∫ z

c

(G(τ))
1
p (H(τ))

1
q dτ

≤
(∫ z

c

G(τ)dτ

) 1
p
(∫ z

c

H(τ)dτ

) 1
q

≤
(
R

r

) 1
pq
∫ z

c

(G(τ))
1
p (H(τ))

1
q dτ.

Theorem 2.3: If G,H : [c, z] → R+
I are both two

interval-valued mappings along with c < z such that G(τ) =[
G(τ), G(τ)

]
, H(τ) =

[
H(τ), H(τ)

]
, Iαc+G

p(τ) < ∞ and

Iαc+H
q(τ) < ∞, then we have the succeeding set inclusion

relation [
Iαc+G

p(z)
] 1
p
[
Iαc+H

q(z)
] 1
q

⊆

[( r
R

) 1
pq

,

(
R

r

) 1
pq

]
Iαc+ [G(z)H(z)] ,

where 0 < r ≤ Gp(τ)
Hq(τ) ≤ R, 0 < r ≤ G

p
(τ)

H
q
(τ)
≤ R, τ ∈ [c, z]

and α ∈ (0, 1) with 1
p + 1

q = 1, p > 1.
Proof. With respect to the proof of Theorem 2.3, we omit

the details involved, because it is essentially in common with
that of Theorem 2.2.

Remark 2.3: In accordance with Theorem 2.3, we derive
the subsequent findings.

(1) If we consider letting α→ 1, then we have that(∫ z

c

Gp(τ)dτ

) 1
p
(∫ z

c

Hq(τ)dτ

) 1
q

⊆

[( r
R

) 1
pq

,

(
R

r

) 1
pq

]∫ z

c

G(τ)H(τ)dτ.

(2) If the mappings fulfill the conditions G = G and H =
H , then we deduce that( r

R

) 1
pq Iαc+ [G(z)H(z)] ≤

[
Iαc+G

p(z)
] 1
p
[
Iαc+H

q(z)
] 1
q

≤
(
R

r

) 1
pq

Iαc+ [G(z)H(z)] .

(3) If we consider taking α → 1, G = G and H = H ,
then we derive that( r

R

) 1
pq

∫ z

c

G(τ)H(τ)dτ

≤
(∫ z

c

Gp(τ)dτ

) 1
p
(∫ z

c

Hq(τ)dτ

) 1
q

≤
(
R

r

) 1
pq
∫ z

c

G(τ)H(τ)dτ,

which is a generalized form pertaining to the reverse Hölder’s
integral inequality.

We continue to discuss other fractional integral inclusions
in relation to the Hermite–Hadamard-type inequalities.

Theorem 2.4: If G,H : [c, z]→ R+
I are both two convex

interval-valued mapping together with c < z such that
G(τ) =

[
G(τ), G(τ)

]
and H(τ) =

[
H(τ), H(τ)

]
, then we

have the coming set inclusion relation
α

z − c
[Iαc+G(z)H(z)]

⊇2− (ρ2 + 2ρ+ 2) exp(−ρ)

ρ3
G(c)H(c)

+
ρ2 − 2ρ+ 2− 2 exp(−ρ)

ρ3
G(z)H(z)

+
ρ− 2 + (ρ+ 2) exp(−ρ)

ρ3

[
G(c)H(z) +G(z)H(c)

]
,

(26)

where

ρ =
1− α
α

(z − c), (0 < α < 1).
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Proof. As the mappings G and H are both interval-valued
convex on [c, z], it yields that

G
(
τc+ (1− τ)z

)
⊇ τG(c) + (1− τ)G(z), (27)

and

H
(
τc+ (1− τ)z

)
⊇ τH(c) + (1− τ)H(z). (28)

If we multiply both sides of (27) with corresponding parts
of (28), and notice that all these terms are nonnegative, then
we obtain that

G
(
τc+ (1− τ)z

)
H
(
τc+ (1− τ)z

)
⊇ τ2G(c)H(c) + (1− τ)2G(z)H(z)

+ (1− τ)τ [G(c)H(z) +G(z)H(c)] .

(29)

Multiplying both sides (29) by exp(−ρτ), and integrating
the resulting relation with regard to τ on [0, 1], we gain that

∫ 1

0

exp(−ρτ)G
(
τc+ (1− τ)z

)
H
(
τc+ (1− τ)z

)
dτ

⊇
∫ 1

0

exp(−ρτ)τ2G(c)H(c)dτ

+

∫ 1

0

exp(−ρτ)(1− τ)2G(z)H(z)dτ

+

∫ 1

0

exp(−ρτ)(1− τ)τ [G(c)H(z) +G(z)H(c)] dτ.

(30)

By virtue of Definition 1.4, we achieve that∫ 1

0

exp(−ρτ)G
(
τc+ (1− τ)z

)
H
(
τc+ (1− τ)z

)
dτ

=
α

z − c
Iαc+G(z)H(z).

(31)

Direct computation yields that∫ 1

0

exp(−ρτ)τ2dτ =
2− (ρ2 + 2ρ+ 2) exp(−ρ)

ρ3
, (32)

∫ 1

0

exp(−ρτ)(1− τ)2dτ =
ρ2 − 2ρ+ 2− 2 exp(−ρ)

ρ3
,

(33)

and∫ 1

0

exp(−ρτ)(τ(1− τ))dτ =
ρ− 2 + (ρ+ 2) exp(−ρ)

ρ3
.

(34)

Employing (31)–(34) in (30), we receive the desired set
inclusion relation. This concludes the proof.

Remark 2.4: In the light of Theorem 2.4, we deduce the
successive findings.

(1) If we consider letting α→ 1, i.e. ρ→ 0, then we have

lim
α→1

2− (ρ2 + 2ρ+ 2) exp(−ρ)

ρ3
=

1

3
,

lim
α→1

ρ2 − 2ρ+ 2− 2 exp(−ρ)

ρ3
=

1

3
,

and

lim
α→1

ρ− 2 + (ρ+ 2) exp(−ρ)

ρ3
=

1

6
.

As a result, Theorem 2.4 is transformed to
1

z − c

∫ z

c

G(τ)H(τ)dτ ⊇1

3
[G(c)H(c) +G(z)H(z)]

+
1

6
[G(c)H(z) +G(z)H(c)],

which is Theorem 4.5 provided by Zhao et al. in [60] with
h(t) = t.

(2) If the mappings fulfill the conditions G = G and
H = H , then we have the subsequent inequality

α

z − c
[Iαc+G(z)H(z)]

≤ 2− (ρ2 + 2ρ+ 2) exp(−ρ)

ρ3
G(c)H(c)

+
ρ2 − 2ρ+ 2− 2 exp(−ρ)

ρ3
G(z)H(z)

+
ρ− 2 + (ρ+ 2) exp(−ρ)

ρ3
[G(c)H(z) +G(z)H(c)].

(3) If we consider taking α → 1, G = G and H = H ,
then we have the successive inequality

1

z − c

∫ z

c

G(τ)H(τ)dτ ≤1

3
[G(c)H(c) +G(z)H(z)]

+
1

6
[G(c)H(z) +G(z)H(c)],

which is the first outcome within Theorem 1 proposed by
Pachpatte in [61].

We further have the succeeding set inclusion relation.
Theorem 2.5: It is assumed that G,H : [c, z] → R+

I are
both two interval-valued mappings together with c < z satis-
fying that G(τ) =

[
G(τ), G(τ)

]
and H(τ) =

[
H(τ), H(τ)

]
.

If Gp, Hq are both two convex interval-valued mappings
defined on the real-valued interval [c, z], and Gp(c+z−τ) =
Gp(τ) with Hq(c+z−τ) = Hq(τ), then we have the coming
set inclusion relation[

22−p−q((G(c) +G(z))p(H(c) +H(z))q,

(G(c) +G(z))p(H(c) +H(z))q
]

×
[
Iαc+

(
exp

(
−1− α

α
z

))]2
⊆ 4Iαc+

[
exp

(
−1− α

α
z

)
Gp(z)

]
× Iαc+

[
exp

(
−1− α

α
z

)
Hq(z)

]
,

(35)

in which 0 < p < 1, 0 < q < 1 and 0 < α < 1.
To prove Theorem 2.5 above, we propose the succeeding

lemma.
Lemma 2.1: It is assumed that w : [c, z] → R+

I is a
convex interval-valued mapping. Then we have the coming
set inclusion relation

2w

(
c+ z

2

)
⊇ w(c+ z − x) + w(x) ⊇ w(c) + w(z).

(36)

Proof. As the mapping w is interval-valued convex on
[c, z], we find out that

w

(
c+ z

2

)
= w

(
c+ z − x+ x

2

)
⊇ 1

2
w(c+ z − x) +

1

2
w(x).

(37)
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If we change the substitution x = λc+ (1− λ)z, λ ∈ (0, 1),
and take advantage of the interval-valued convexity of the
mapping w, then we gain that

1

2
w(c+ z − λc− (1− λ)z) +

1

2
w(λc+ (1− λ)z)

=
1

2
w((1− λ)c+ λz) +

1

2
w(λc+ (1− λ)z)

⊇ 1

2
[w(c) + w(z)] .

(38)

Making use of the relations (37) and (38), we receive the
desired set inclusion relation (36). This concludes the proof.

Proof of Theorem 2.5. As the mappings Gp and Hq are
both interval-valued convex on [c, z], and by Lemma 2.1, we
find out that

2Gp
(
c+ z

2

)
⊇ Gp(c+ z − τ) +Gp(τ) ⊇ Gp(c) +Gp(z),

(39)
and

2Hq

(
c+ z

2

)
⊇ Hq(c+ z− τ) +Hq(τ) ⊇ Hq(c) +Hq(z).

(40)
Multiplying both sides of (39) and (40) by 1

α exp
(
− 1−α

α z
)
,

and integrating the resulting inclusion relation regarding τ
over [c, z], together with certain integral calculations, we
infer that

2Gp
(
c+z
2

)
α

∫ z

c

ε(τ)dτ

⊇ 1

α

∫ z

c

ε(τ)Gp(c+ z − τ)dτ +
1

α

∫ z

c

ε(τ)Gp(τ)dτ

⊇ Gp(c) +Gp(z)

α

∫ z

c

ε(τ)dτ,

(41)

and

2Hq
(
c+z
2

)
α

∫ z

c

ε(τ)dτ

⊇ 1

α

∫ z

c

ε(τ)Hq(c+ z − τ)dτ +
1

α

∫ z

c

ε(τ)Hq(τ)dτ

⊇ Hq(c) +Hq(z)

α

∫ z

c

ε(τ)dτ,

(42)

where,

ε(τ) : = exp

(
−1− α

α
z

)
= exp

(
−1− α

α
(z − τ)

)
exp

(
−1− α

α
τ

)
.

Taking into consideration that Gp(c+z−τ) = Gp(τ) and
the inclusion relations (41), we acquire that

2Gp
(
c+ z

2

)
Iαc+

[
exp

(
−1− α

α
z

)]
⊇ 2Iαc+

[
exp

(
−1− α

α
z

)
Gp(z)

]
⊇ (Gp(c) +Gp(z))

[
Iαc+

(
exp

(
−1− α

α
z

))]
.

(43)

Analogously,

2Hq

(
c+ z

2

)
Iαc+

[
exp

(
−1− α

α
z

)]
⊇ 2Iαc+

[
exp

(
−1− α

α
z

)
Hq(z)

]
⊇ (Hq(c) +Hq(z))

[
Iαc+

(
exp

(
−1− α

α
z

))]
.

(44)

The inclusion relations (43) and (44) imply that we have

4Iαc+
[
exp

(
−1− α

α
z

)
Hq(z)

]
Iαc+

[
exp

(
−1− α

α
z

)
Gp(z)

]
⊇ (Gp(c) +Gp(z))(Hq(c) +Hq(z))

×
[
Iαc+

(
exp

(
−1− α

α
z

))]2
.

(45)

It can be easily seen that

(Gp(c) +Gp(z))(Hq(c) +Hq(z))

=
[
(Gp(c) +Gp(z))(Hq(c) +Hq(z)),

(G
p
(c) +G

p
(z))(H

q
(c) +H

q
(z))

]
.

In view of the inequalities (x+y)r ≤ (xr +yr) ≤ 21−r(x+
y)r, 0 < r < 1 and x, y > 0, we derive that

(Gp(c) +Gp(z))(Hq(c) +Hq(z))

≤ 22−p−q(G(c) +G(z))p(H(c) +H(z))q,

and

(G
p
(c) +G

p
(z))(H

q
(c) +H

q
(z))

≥ (G(c) +G(z))p(H(c) +H(z))q.

Hence, we deduce that[
22−p−q(G(c) +G(z))p(H(c) +H(z))q,

(G(c) +G(z))p(H(c) +H(z))q
]

⊆ (Gp(c) +Gp(z))(Hq(c) +Hq(z)).

(46)

Employing the set inclusion relations (45) and (46), it yields
the desired set inclusion relation. This completes the proof.

Remark 2.5: In the light of Theorem 2.5, we have the
coming findings.

(1) If we consider taking α → 1, then we deduce the
subsequent inclusion relation

(z − c)2
[
22−p−q((G(c) +G(z))p(H(c) +H(z))q,

(G(c) +G(z))p(H(c) +H(z))q
]

⊆ 4

∫ z

c

Gp(τ)dτ

∫ z

c

Hq(τ)dτ.

(2) If the mappings fulfill the conditions G = G and H =
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H , then we have the successive inequalities

(G(c) +G(z))p(H(c) +H(z))q
[
Iαc+

(
exp

(
−1− α

α
z

))]2
≤ 4Iαc+

[
exp

(
−1− α

α
z

)
Hq(z)

]
× Iαc+

[
exp

(
−1− α

α
z

)
Gp(z)

]
≤ 22−p−q(G(c) +G(z))p(H(c) +H(z))q

×
[
Iαc+

(
exp

(
−1− α

α
z

))]2
.

(3) If we consider taking α → 1, G = G and H = H ,
then we achieve the coming inequalities

(z − c)2(G(c) +G(z))p(H(c) +H(z))q

≤ 4

∫ z

c

Gp(τ)dτ

∫ z

c

Hq(τ)dτ

≤ 22−p−q(z − c)2(G(c) +G(z))p(H(c) +H(z))q.

Finally, on the interval [0, z], we identify the relationship
between two interval-valued mappings G(τ), H(τ) with
two other convex interval-valued mappings Gp(τ), Hq(τ),
correspondingly. We have the succeeding outcome.

Theorem 2.6: It is assumed that G,H : [0, z] → R+
I are

both two interval-valued mappings together with z > 0 satis-
fying that G(τ) =

[
G(τ), G(τ)

]
and H(τ) =

[
H(τ), H(τ)

]
.

If Gp(τ), Hq(τ) are both two interval-valued convex map-
pings defined on the real-valued interval [0, z], then we have
the subsequent set inclusion relation[
22−p−q((G(0) +G(z))p(H(0) +H(z))q,

(G(0) +G(z))p(H(0) +H(z))q
] [
Iα
(

exp

(
−1− β

β
z

))]2
⊆
[
β

α
Iβ
(

exp

(
−1− α

α
z

)
Gp(z)

)
+ Iα

(
exp

(
−1− β

β
z

)
Gp(z)

)]
×
[
β

α
Iβ
(

exp

(
−1− α

α
z

)
Hq(z)

)
+ Iα

(
exp

(
−1− β

β
z

)
Hq(z)

)]
,

(47)

where p ∈ (0, 1), q ∈ (0, 1) and α, β ∈ (0, 1).
Proof. Owing to the interval-valued positive convexity of

the mappings Gp and Hq defined on the real-valued interval
[0, z], and by Lemma 2.1, we know that

2Gp
(z

2

)
⊇ Gp(z − τ) +Gp(τ) ⊇ Gp(0) +Gp(z), (48)

and

2Hq
(z

2

)
⊇ Hq(z − τ) +Hq(τ) ⊇ Hq(0) +Hq(z). (49)

Multiplying both sides of (48) and (49) by κ(τ) :=
1
α exp

(
− 1−α

α (z − τ)
)

exp
(
− 1−β

β τ
)
, and integrating the re-

sulting inclusion relation pertaining to τ on [0, z], one gains

that

2Gp
(z

2

)∫ z

0

κ(τ)dτ

⊇
∫ z

0

κ(τ)Gp(z − τ)dτ +

∫ z

0

κ(τ)Gp(τ)dτ

⊇ [Gp(0) +Gp(z)]

∫ z

0

κ(τ)dτ,

(50)

and

2Hq
(z

2

)∫ z

0

κ(τ)dτ

⊇
∫ z

0

κ(τ)Hq(z − τ)dτ +

∫ z

0

κ(τ)Hq(τ)dτ

⊇ [Hq(0) +Hq(z)]

∫ z

0

κ(τ)dτ.

(51)

Taking advantage of the variable substitution, we acquire
that

β

αβ

∫ z

0

κ(τ)Gp(z − τ)dτ

=
β

α
Iβ
(

exp

(
−1− α

α
z

)
Gp(z)

)
,

(52)

and

β

αβ

∫ z

0

κ(τ)Hq(z − τ)dτ

=
β

α
Iβ
(

exp

(
−1− α

α
z

)
Hq(z)

)
.

(53)

By means of (50) and (52), we derive that

2Gp
(z

2

)
Iα
[
exp

(
−1− β

β
z

)]
⊇ β

α
Iβ
(

exp

(
−1− α

α
z

)
Gp(z)

)
+ Iα

(
exp

(
−1− β

β
z

)
Gp(z)

)
⊇ (Gp(0) +Gp(z))

[
Iα
(

exp

(
−1− β

β
z

))]
,

(54)

and by virtue of (51) and (53), we deduce that

2Hq
(z

2

)
Iα
[
exp

(
−1− β

β
z

)]
⊇ β

α
Iβ
(

exp

(
−1− α

α
z

)
Hq(z)

)
+ Iα

(
exp

(
−1− β

β
z

)
Hq(z)

)
⊇ (Hq(0) +Hq(z))

[
Iα
(

exp

(
−1− β

β
z

))]
.

(55)
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The inclusion relations (54) and (55) imply that we obtain

[
β

α
Iβ
(

exp

(
−1− α

α
z

)
Gp(z)

)
+ Iα

(
exp

(
−1− β

β
z

)
Gp(z)

)]
×
[
β

α
Iβ
(

exp

(
−1− α

α
z

)
Hq(z)

)
+ Iα

(
exp

(
−1− β

β
z

)
Hq(z)

)]
⊇ (Gp(0) +Gp(z))(Hq(0) +Hq(z))

×
[
Iα
(

exp

(
−1− β

β
z

))]2
.

(56)

Combining the relations (46) with (56), it deduces the desired
set inclusion relation. This completes the proof.

Remark 2.6: In the light of Theorem 2.6, we deduce the
coming findings.

(1) If we consider taking α → 1 and β → 1, then we
acquire the subsequent inclusion relation

z2
[
22−p−q((G(0) +G(z))p(H(0) +H(z))q,

(G(0) +G(z))p(H(0) +H(z))q
]

⊆ 4

∫ z

0

Gp(τ)dτ

∫ z

0

Hq(τ)dτ.

(2) If the mappings fulfill the conditions G = G and H =
H , then we have the successive inequalities

(G(0) +G(z))p(H(0) +H(z))q

×
[
Iα
(

exp

(
−1− β

β
z

))]2
≤
[
β

α
Iβ
(

exp

(
−1− α

α
z

)
Gp(z)

)
+ Iα

(
exp

(
−1− β

β
z

)
Gp(z)

)]
×
[
β

α
Iβ
(

exp

(
−1− α

α
z

)
Hq(z)

)
+ Iα

(
exp

(
−1− β

β
z

)
Hq(z)

)]
≤ 22−p−q(G(0) +G(z))p(H(0) +H(z))q

×
[
Iα
(

exp

(
−1− β

β
z

))]2
.

(3) If we consider taking α → 1, β → 1, G = G and
H = H , then we achieve the coming inequalities

z2(G(0) +G(z))p(H(0) +H(z))q

≤ 4

∫ z

0

Gp(τ)dτ

∫ z

0

Hq(τ)dτ.

≤ 22−p−qz2(G(0) +G(z))p(H(0) +H(z))q.

Remark 2.7: If the mappings Gp(τ) and Hq(τ) don’t
satisfy the symmetry conditions, and we consider taking
c = 0, z > 0 within Theorem 2.5, then the set inclusion
relation given by Theorem 2.6 is a generalized form of the
proposed outcome in Theorem 2.5 with α = β.

Remark 2.8: The set inclusion relations pertaining to
the interval-valued mappings, involving with the right-sided

fractional integral operators having exponential kernels , can
be also established on the basis of the analogous approaches
adopted in Theorems 2.1– 2.6. Here, we omit its details.

III. EXAMPLES

Example 3.1: Consider the interval-valued mappings
G,H : [1, 3] → R+

I , given by G(x) = [x2, xex], as well
as H(x) = [2x, ex], respectively. If we attempt to take
c = 1, z = 3, p = 2, r = 1

2 , R = 3 and α = 1
2 , then

all requirements raised in Theorem 2.1 are satisfied.
With respect to the left-hand side part of (4), we have that

[
Iαc+G

p(z)
] 1
p

+
[
Iαc+H

p(z)
] 1
p

=

(
2

∫ 3

1

e−(3−x)[x2, xex]2dx

) 1
2

+

(
2

∫ 3

1

e−(3−x)[2x, ex]2dx

) 1
2

=

[
66− 18e−2,

130e6 − 10

27

] 1
2

+

[
40− 8e−2,

2e6 − 2

3

] 1
2

≈ [14.2111, 60.4483].

For the right-hand side part of (4), we find out that

[
1 + r(R+ 2)

(1 + r)(1 +R)
,

1 +R(r + 2)

(1 + r)(1 +R)

]
=

[
7

12
,

17

12

]
,

and[
1 + r(R+ 2)

(1 + r)(1 +R)
,

1 +R(r + 2)

(1 + r)(1 +R)

] [
Iαc+(G+H)p(z)

] 1
p

=

[
7

12
,

17

12

](
2

∫ 3

1

e−(3−x)
(
[x2, xex] + [2x, ex]

)2
dx

) 1
2

=

[
7

12
,

17

12

] [
2

∫ 3

1

e−(3−x)
(
x2 + 2x

)2
dx,

2

∫ 3

1

e−(3−x) (xex + ex)
2

dx

] 1
2

=

[
7

12
,

17

12

] [
202− 10e−2,

244e6 − 52

27

] 1
2

≈ [8.2629, 85.5164].

Evidently,

[14.2111, 60.4483] ⊆ [8.2629, 85.5164],

which exhibits the correctness of the set inclusion relation
asserted within Theorem 2.1.
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Fig. 1: Graphical representation for Example 3.1

For the sake of brevity, we give the subsequent notations
with regard to Z1, Z2, Z3 and Z4.

Z1 =

(
2

∫ 3

1

e−(3−x)
(
x2
)2

dx

) 1
2

+

(
2

∫ 3

1

e−(3−y) (2y)
2

dy

) 1
2

,

Z2 =

(
2

∫ 3

1

e−(3−x)(xex)2dx

) 1
2

+

(
2

∫ 3

1

e−(3−y)(ey)2dy

) 1
2

,

Z3 =
7

12

(
2

∫ 3

1

e−(3−x)
(
x2 + 2x

)2
dx

) 1
4

×
(

2

∫ 3

1

e−(3−y)
(
y2 + 2y

)2
dx

) 1
4

,

and

Z4 =
17

12

(
2

∫ 3

1

e−(3−x) (xex + ex)
2

dx

) 1
4

×
(

2

∫ 3

1

e−(3−y) (yey + ey)
2

dy

) 1
4

.

Let us discretize the rectangular region [1, 3] × [1, 3],
x ∈ [1, 3] and y ∈ [1, 3]. For example, we consider taking the
suitable step 4x = 0.05 and 4y = 0.05. Correspondingly,
we achieve the discretized integral values with the corre-
sponding parts of Z1, Z2, Z3 and Z4 above. Combining
with the programming idea, we smooth the obtained dis-
cretized numerical integral values. In view of this, the three-
dimensional figure is created. From the visual perspective
of graphics, The created Fig. 1 vividly describes the set

inclusion relation exhibited in Example 3.1. A graphical
representation of the findings established in Theorem 2.1,
in the meantime, is shown in Fig. 1.

From Fig. 1 above, we discretize the parameters in The-
orem 2.1, and we can see that the surfaces Z1 and Z2 are
always contained by the surfaces Z3 and Z4 in the range
of the definition of each parameter. The results illustrated in
Fig. 1 are consistent with the theoretical results established
in Theorem 2.1.

Example 3.2: Consider the interval-valued mappings
G,H : [1, 2] → R+

I , given by G(x) = [(x + 1)2, e2x] and
H(x) = [(x + 1)2, 2ex], respectively. If we consider taking
c = 1, z = 2, p = 3, q = 3

2 , r = 1, R = 4, as well as α = 1
2 ,

then all requirements raised in Theorem 2.2 are satisfied.

With respect to the left-hand side part of (15), we have
that

[
Iαc+G(z)

] 1
p
[
Iαc+H(z)

] 1
q

=

(
2

∫ 2

1

e−(2−x)[(x+ 1)2, e2x]dx

) 1
3

×
(

2

∫ 2

1

e−(2−x)[(x+ 1)2, 2ex]dx

) 2
3

=

[
10− 4e−1,

2e4 − 2e

3

] 1
3 [

10− 4e−1, 2e2 − 2
] 2

3

≈ [8.5285, 17.8079].

For the right-hand side part of (15), it follows that

[( r
R

) 1
pq

,

(
R

r

) 1
pq

]
=

[(
1

4

) 2
9

, 4
2
9

]
,
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Fig. 2: Graphical representation for Example 3.2

and

[( r
R

) 1
pq

,

(
R

r

) 1
pq

]
Iαa+

[
(G(b))

1
p (H(b))

1
q

]
=

[(
1

4

) 2
9

, 4
2
9

]

× 2

∫ 2

1

e−(2−x)
[
(x+ 1)2, e2x

] 1
3
[
(x+ 1)2, 2ex

] 2
3

dx

=

[(
1

4

) 2
9

, 4
2
9

]

×
[∫ 2

1

e−(2−x)(x+ 1)2dx+

∫ 2

1

e−(2−x)(x+ 1)2dx,∫ 2

1

e−(2−x)(2e2x)
2
3 dx+

∫ 2

1

e−(2−x)(2e2x)
2
3 dx

]
≈

[(
1

4

) 2
9

, 4
2
9

] [
10− 4e−1, 1.3606(e

8
3 − e 1

3 )
]

≈ [6.2673, 24.0631].

Evidently,

[8.5285, 17.8079] ⊆ [6.2673, 24.0631],

which illustrates the correctness of the inclusion relation
described in Theorem 2.2.

For the sake of brevity, we give the successive notations

with regard to U1, U2, U3 and U4.

U1 =

(
2

∫ 2

1

e−(2−x)(x+ 1)2dx

) 1
3

×
(

2

∫ 2

1

e−(2−y)(y + 1)2dy

) 2
3

,

U2 =

(
2

∫ 2

1

e−(2−x)e2xdx

) 1
3

×
(

2

∫ 2

1

e−(2−y)2eydy

) 2
3

,

U3 =

(
1

4

) 2
9 (∫ 2

1

e−(2−x)(x+ 1)2dx

+

∫ 2

1

e−(2−y)(y + 1)2dy
)
,

and

U4 = 4
2
9

∫ 2

1

e−(2−x)(2e2x)
2
3 dx

+

∫ 2

1

e−(2−y)(2e2y)
2
3 dy.

Let us discretize the rectangular region [1, 2] × [1, 2],
x ∈ [1, 2] and y ∈ [1, 2]. For example, we consider
choosing the appropriate step 4x = 0.04 and 4y = 0.04.
Correspondingly, we acquire the discretized integral values
with the corresponding parts of U1, U2, U3 and U4 above.
Combining with the programming idea, we smooth the
discretize numerical integral values. In view of this, the three-
dimensional figure is generated. From the visual perspective
of graphics, Fig. 2 vividly depicts the set inclusion relation
exhibited in Example 3.2. A graphical representation of the
findings presented in Theorem 2.2, in the meantime, is shown
in Fig. 2.
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From Fig. 2, we discretize the parameters in Theorem
2.2, and we can see that the surfaces U2 and U3 are always
surrounded by the surfaces U1 and U4 in the range of the
definition of each parameter. The results indicated in Fig.
2 are consistent with the theoretical results presented in
Theorem 2.2.

Example 3.3: Consider the interval-valued mappings
G,H : [0, 1] → R+

I , given by G(x) = [x2, 2 − x2] and
H(x) = [x2, x + 1], respectively. If we consider taking
c = 0, z = 1 and α ∈ (0, 1), then all requirements raised
in Theorem 2.4 are satisfied.

With respect to the left-hand side part of (26), we have
that
α

z − c
[Iαc+G(z)H(z)]

=
α

z − c
1

α

∫ z

c

exp

(
−1− α

α
(z − x)

)
G(x)H(x)dx

=

∫ 1

0

exp

(
1− α
α

(x− 1)

)
[x2, 2− x2][x2, x+ 1]dx

=

∫ 1

0

exp

(
1− α
α

(x− 1)

)
[x4, (2− x2)(x+ 1)]dx.

For the right-hand side part of (26), it yields that

2− (ρ2 + 2ρ+ 2)e−ρ

ρ3
G(c)H(c)

+
ρ2 − 2ρ+ 2− 2e−ρ

ρ3
G(z)H(z)

+
ρ− 2 + (ρ+ 2)e−ρ

ρ3
[G(c)H(z) +G(z)H(c)]

=
2− (ρ2 + 2ρ+ 2)e−ρ

ρ3
[0, 2] +

ρ2 − 2ρ+ 2− 2e−ρ

ρ3
[1, 2]

+
ρ− 2 + (ρ+ 2)e−ρ

ρ3
[0, 5]

=
[ρ2 − 2ρ+ 2− 2e−ρ

ρ3
, 2

2− (ρ2 + 2ρ+ 2)e−ρ

ρ3

+ 2
ρ2 − 2ρ+ 2− 2e−ρ

ρ3
+ 5

ρ− 2 + (ρ+ 2)e−ρ

ρ3

]
,

where

ρ =
1− α
α

(z − c) =
1− α
α

.

Four mappings with regard to the variable α, involving with
the Upper-left-, Lower-left-, Upper-right-, as well as Lower-
right-side parts given by the set inclusion relations (26),
are correspondingly plotted in Fig. 3 against α ∈ (0, 1).
The mappings curves indicate that the outcome described
in Theorem 2.4 is correct.

From Fig. 3 above, we discretize the parameters in Theo-
rem 2.4, and we can see that the red curve keeps covering the
blue curve in the range of the definition of each parameter.
The results demonstrated in Fig. 3 are consistent with the
theoretical results proposed in Theorem 2.4.

IV. CONCLUSIONS

Certain fractional integral inclusions, involving with the
reverse Minkowsky’s and Hölder’s integral inequalities, are
addressed in the study by taking advantage of the interval-
valued fractional integrals along with exponential kernels.
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Fig. 3: Graphical representation for Example 3.3

Other set inclusion relations, in association with the fraction-
al Hermite–Hadamard’s integral inequality, are investigated
as well. Moreover, some examples are proposed to bear out
the correctness of the outcomes deduced in the paper. To
exhibit the generalized characteristics of the presented set
inclusion relations, we point out the connections between
the findings obtained here with previously reported ones. We
may reasonably conclude that the interval-valued analyses
are widely employed in the realms of applied analysis, espe-
cially in the fields of optimality analysis, see the published
articles [62], [63] and the bibliographies quoted in them.
To some extent, the set inclusion relations, in the integration
with the interval-valued fractional integral operators, is worth
further exploration.
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[10] İ. İşcan, “Weighted Hermite–Hadamard–Mercer type inequalities for
convex functions,” Numer. Methods Partial Differential Eq., Vol. 37, pp.
118–130, 2021.

[11] M. A. Latif, “Weighted Hermite–Hadamard type inequalities for
differentiable GA-convex and geometrically quasiconvex mappings,”
Rocky Mountain J. Math., Vol. 51, pp. 1899–1908, 2021.
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