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#### Abstract

The main purpose of this paper is to examine the inverse problem associated with determining the right-hand side of a nonlinear fractional parabolic equation. This equation is accompanied by an integral over-determination supplementary condition. With the use of the functional analysis method, we establish the continuity, existence and uniqueness based on the construction of the direct problem. Such a method relies on the density of the range of the operator established for the problem at hand coupled with the energy inequality scheme. This scheme, also referred to as the method of a priori estimates, allows us to derive the existence theorem from the solution of the given problem, starting with the uniqueness theorem. For the solvability of the inverse problem and its uniqueness, we establish certain suitable conditions, and to demonstrate the existence and uniqueness of its solution, we utilize the fixed point theorem.


Index Terms-Inverse nonlinear problem, Fixed point theorem, Nonlocal integral condition.

## I. Introduction

THIS manuscript is dedicated to investigate the solvability of determining a pair of functions $[u(x, t), f(t)]$ that satisfies the Fractional Parabolic Problem (FPP):

$$
\begin{equation*}
{ }^{C} D_{t}^{\alpha} u-\Delta u+\beta u+u^{p}=f(t) g(x, t), \quad x \in \Omega, t \in(0, T) \tag{1}
\end{equation*}
$$

with the initial condition

$$
\begin{equation*}
u(x, 0)=0, x \in \Omega \tag{2}
\end{equation*}
$$

the boundary condition

$$
\begin{equation*}
u(x, t)=0, \quad(x, t) \in \partial \Omega \times[0, T] \tag{3}
\end{equation*}
$$

and the nonlocal condition

$$
\begin{equation*}
\int_{\Omega} v(x) u(x, t) d x=E(t), \quad t \in[0, T] \tag{4}
\end{equation*}
$$
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where $p$ is a given positive odd number, $\beta$ is a positive constant, $g, E$ are known functions, and $\Omega$ is a bounded domain in $\mathbb{R}^{n}$ with a regular boundary $\partial \Omega$.

Inverse problems related to the heat equation (refer to [1][3], and relevant references) arises commonly in engineering and physics when modeling various phenomena, including seismology, medicine, fusion welding, gas and oil production and well operation [4]-[8]. In these problems, additional or supplementary information regarding the solution is provided in the form of condition (4). This condition serves as a significant modeling tool in the partial differential equations (PDEs) theory within engineering and physics [9]-[14]. It is important to highlight that the integral over-determination is often connected to nonlocal issues [15]-[18].
Many researches have certainly shown that a lot of traditional approaches may not be entirely effective when dealing with nonlocal problems [19], [20]. As a result, various strategies have been recently proposed to address problems arising from nonlocal phenomena. The choice of strategy relies on the specific type of nonlocal boundary values. Numerous researchers have explored the inverse parabolic problem with condition (4) and its particular solvability. Examples of such investigations can be found in works by authors such as [2], [3], [21]-[24].
There are several research papers dedicated to studying the existence and uniqueness of solutions to inverse problems for different parabolic equations in accordance with certain source functions [25], [26]. Such problems involve outlining the term of a parabolic equation with an over-determination condition, see [27], [28] and the references therein to get examples on these problems.
Fractional differential equations (FDEs) are generated by extending ordinary differential equations to non-integer orders [29]-[31]. FDEs hold significant importance in applied mathematics, physics and engineering as they serve as models for complex phenomena [32], [33]. Consequently, engineers and scientists have shown a growing interest in FDEs in recent years [34]-[36]. FDEs are particularly useful for modeling complex phenomena due to their ability to incorporate memory and nonlocal relationships in both space and time. References such as [37]-[41] have contributed to the understanding and application of FDEs in various fields.

## II. Materials and Methods

This part is devoted first to call to mind some essentials of fractional calculus. Then it recalls several necessary definitions connected with the energy inequality scheme, fixed point theorem and the issues of existence, uniqueness and continuity of the inverse FPPs.

Definition 1: The Rieman-Liouville and Caputo differentiators are outlined in the following manner:
(i) The left Riemann-Liouville differentiator:

$$
\begin{equation*}
{ }^{R} D_{t}^{\alpha} u(x, t):=\frac{1}{\Gamma(1-\alpha)} \frac{\partial}{\partial t} \int_{0}^{t} \frac{u(x, \tau)}{(t-\tau)^{\alpha}} d \tau \tag{5}
\end{equation*}
$$

(ii) The right Riemann-Liouville differentiator:

$$
\begin{equation*}
{ }_{t}^{R} D^{\alpha} u(x, t):=\frac{1}{\Gamma(1-\alpha)} \frac{\partial}{\partial t} \int_{t}^{T} \frac{u(x, \tau)}{(t-\tau)^{\alpha}} d \tau \tag{6}
\end{equation*}
$$

(iii) The left Caputo differentiator:

$$
\begin{equation*}
{ }^{C} D_{t}^{\alpha} u(x, t):=\frac{1}{\Gamma(1-\alpha)} \int_{0}^{t} \frac{\partial u(x, \tau)}{\partial \tau} \frac{1}{(t-\tau)^{\alpha}} d \tau \tag{7}
\end{equation*}
$$

for all $0<\alpha<1$.
Numerous authors assert that the Caputo version of fractional differentiation is less accidental and manageable, particularly when handling homogeneous initial states. The relationship between the two notions expressed in equations (6) and (7), can be verified through direct calculation:

$$
\begin{equation*}
{ }^{r} D_{t}^{\alpha} u(x, t)={ }^{c} D_{t}^{\alpha} u(x, t)+\frac{u(x, 0)}{\Gamma(1-\alpha) t^{\alpha}} . \tag{8}
\end{equation*}
$$

The scheme of the energy inequality can be summarized by first writing the problem in the form of an operational equation:

$$
L u=F ; \quad u \in D(L)
$$

where $L$ is an operator defined from a Banach space $E$ to a suitably chosen Hilbert space $F$, then by establishing a priori estimate for the operator $L$, and finally by proving the density of the set of values of this operator in the space $F$.
Definition 2: [42] The space ${ }^{l} H_{0}^{\alpha}(I)$ is determined as the closure of $C_{0}^{\infty}(I)$ in relation to the following norm:

$$
\begin{equation*}
\|u\|_{l_{H^{\alpha}(I)}}:=\left(\|u\|_{L^{2}(I)}^{2}+|u|_{l_{H_{0}^{\alpha}(I)}}^{2}\right)^{\frac{1}{2}} \tag{9}
\end{equation*}
$$

where

$$
|u|_{l_{H^{\alpha}(I)}}^{2}=\left\|_{0}^{R} D_{t}^{\alpha} u\right\|_{L^{2}(I)},
$$

for any real $\alpha>0$.
Definition 3: The space ${ }^{r} H_{0}^{\alpha}(I)$ is determined as the closure of $C_{0}^{\infty}(I)$ in relation to the following norm:

$$
\begin{equation*}
\|u\|_{r_{H_{0}^{\alpha}(I)}}:=\left(\|u\|_{L^{2}(I)}^{2}+|u|_{r_{H_{0}^{\alpha}(I)}}^{2}\right)^{\frac{1}{2}} \tag{10}
\end{equation*}
$$

where

$$
|u|_{r}{ }_{H_{0}^{\alpha}(I)}^{2}=\left\|_{t}^{R} \partial_{T}^{\alpha} u\right\|_{L^{2}(I)}^{2},
$$

for any real $\alpha>0$.
Lemma 1: [13], [42] If $u \in{ }^{l} H^{\alpha}(I)$ and $v \in C_{0}^{\infty}(I)$, then

$$
\left({ }^{R} D_{t}^{\alpha} u(t), v(t)\right)_{L^{2}(I)}=\left(u(t),{ }_{t}^{R} D^{\alpha} v(t)\right)_{L^{2}(I)}
$$

for any real $\alpha \in \mathbb{R}_{+}$.
Lemma 2: [13], [42] For $u \in H_{0}^{\frac{\alpha}{2}}(I)$ and $0<\alpha<2$ such that $\alpha \neq 1$, we have:

$$
{ }^{R} D_{t}^{\alpha} u(t)={ }^{R} D_{t}^{\frac{\alpha}{2}} \quad{ }^{R} D_{t}^{\frac{\alpha}{2}} u(t)
$$

Lemma 3: [13], [42] The semi-norms $\left.|\cdot|\right|_{H^{\alpha}(I)},\left.|\cdot|\right|_{H^{\alpha}(I)}$ and $|\cdot|_{c_{H^{\alpha}(I)}}$ are equivalent for $\alpha \in \mathbb{R}_{+}, \alpha \neq n+\frac{1}{2}$. Then we pose

$$
\left.|u|_{l_{H^{\alpha}}(I)} \cong|\cdot|_{r_{H^{\alpha}}(I)} \cong|\cdot|\right|_{c_{H^{\alpha}}(I)} .
$$

Lemma 4: [42] For each real $\alpha>0$, the space ${ }^{l} H_{0}^{\alpha}(I)$ in relation to the norm (9) is complete.

Definition 4: The scalar product can be integrated in the Bochner sense with the space of square functions $L_{2}\left(0, T, L_{2}(0, d)\right)$ (denoted by $\left.L_{2}(Q)\right)$ as

$$
\begin{equation*}
(u, w)_{L_{2}\left(0, T, L_{2}(0, d)\right)}=\int_{0}^{T}(u, w)_{L_{2}(0, d)} d t \tag{11}
\end{equation*}
$$

## III. Solvability of direct problem

The aim of this part is to discuss the issue of the solvability of the direct FPP. This will be done by first setting out the aimed problem, and then by investigating the existence of its solution.

## A. Setting of the problem

Our objective here is to address, within the rectangular domain $Q=(0, d) \times(0, T)$, the existence and uniqueness of the solution $u=u(x, t)$ of the FPP such that $d$ and $T$ are finite values.

$$
\left\{\begin{array}{c}
{ }^{c} D_{t}^{\alpha} u-\left(\frac{\partial^{2} u(x, t)}{\partial x^{2}}\right)+\beta u+u^{p}=\tilde{f}(x, t) \text { in } Q  \tag{P}\\
u(x, 0)=0, \quad \forall x \in(0, d) \\
u(0, t)=u(d, t)=0, \quad \forall t \in(0 . T)
\end{array}\right.
$$

where $0<\alpha<1$. This problem enjoys nonlinear FPP of the form

$$
\mathcal{L} u={ }^{c} D_{t}^{\alpha} u-\frac{\partial^{2} u}{\partial x^{2}}+\beta u+u^{p}=\tilde{f}
$$

with initial condition

$$
\begin{gathered}
l u=u(x, 0)=0, \quad \forall x \in(0, d) \\
u(0, t)=u(d, t)=0, \quad \forall t \in(0, T)
\end{gathered}
$$

where $\beta \in \mathbb{R}_{*}^{+}, \tilde{f}$ is known function. Herein, we demonstrate the existence and uniqueness of the solution of problem (1)(3) as a solution of the equation

$$
\begin{equation*}
L u=\mathcal{F} \tag{12}
\end{equation*}
$$

where $L=(\mathcal{L}, l)$ is an operator defined to the Hilbert space $F$ from the Banach space $B$ over the domain $D(L)=B$, which can be determined by
$D(L)=\left\{u: u \in L^{2}(Q) \cap L^{p+1}(Q),{ }^{c} D_{t}^{\alpha} u, \frac{\partial u}{\partial x} \in L^{2}(Q)\right\}$
Here, $B$ represents the Banach space that comprises of all $u(x, t)$ with the following finite norm:

$$
\|u\|_{B}^{2}=\left\|^{c} D_{t}^{\frac{\alpha}{2}} u\right\|_{L^{2}(Q)}^{2}+\left\|\frac{d u}{d x}\right\|_{L^{2}(Q)}^{2}+\|u\|_{L^{2}(Q)}^{2}+\|u\|_{L^{p+1}(Q)}^{p+1}
$$

Furthermore, $F$ refers to the Hilbert space that comprises all Fourier elements $(\tilde{f}, 0)$, satisfying the condition that their norm in $L^{2}(Q)$ is finite.

Theorem 1: For each $u \in B$, the inequality

$$
\begin{equation*}
\|u\|_{B} \leq C\|L u\|_{L^{2}(Q)} \tag{13}
\end{equation*}
$$

holds, where $C \in \mathbb{R}_{+}$so that it is not dependent on the function $u$.

Proof: To prove this result, we first use the scalar product in $L^{2}(Q)$, where $Q=(0, d) \times(0, T)$. Also, we apply the following function:

$$
M u=u(x, t)
$$

on (1) to obtain the following assertion:

$$
\begin{align*}
& \int_{Q} \mathcal{L} u \cdot M u d x d t=\int_{Q}^{c} D_{t}^{\alpha} u(x, t) \cdot u(x, t) d x d t \\
& \quad-\int_{Q}\left(\frac{\partial^{2} u(x, t)}{\partial x^{2}}\right) \cdot u(x, t) d x d t+b \int_{Q} u^{2}(x, t) d x d t  \tag{14}\\
& \quad+\int^{p+1}(x, t) d x d t=\int_{Q} \tilde{f}(x, t) u(x, t) d x d t
\end{align*}
$$

Now as $u(x, 0)=0$ and by applying Lemmas 1,2 and 3, we get

$$
\begin{aligned}
\int_{Q}^{c} & D_{t}^{\alpha} u(x, t) \cdot u(x, t) d x d t=\left({ }^{c} D_{t}^{\alpha} u(x, t) \cdot u(x, t) d x d t\right)_{L^{2}(Q)} \\
& =\left({ }^{R} D_{t}^{\frac{\alpha}{2}}{ }^{R} D_{t}^{\frac{\alpha}{2}} u(x, t)\right)_{L^{2}(Q)},(\text { By Lemma 2) } \\
& =\left({ }^{R} D_{t}^{\frac{\alpha}{2}} u(x, t),{ }_{t}^{R} D_{t}^{\frac{\alpha}{2}} u(x, t)\right)_{L^{2}(Q)}, \text { (By Lemma 1) } \\
& =|u|_{c_{H^{\alpha}}}^{2}(Q) \cong|u|_{l_{H^{\alpha}}(Q)}^{2} \\
& =\left\|^{c} D_{t}^{\frac{\alpha}{2}} u\right\|_{L^{2}(Q)}^{2}, \text { (By Lemma 3) }
\end{aligned}
$$

By applying on $\left(|a b| \leq \frac{\varepsilon a^{2}}{2}+\frac{b^{2}}{2 \varepsilon}\right)$ coupled with using the integral by parts of the previous equality, we find

$$
\begin{aligned}
\left\|^{c} D_{t}^{\frac{\alpha}{2}} u\right\|_{L^{2}(Q)}^{2}+\left\|\frac{d u}{d x}\right\|_{L^{2}(Q)}^{2} & +\left(\beta-\frac{\varepsilon}{2}\right)\|u\|_{L^{2}(Q)}^{2} \\
& +\|u\|_{L^{p+1}(Q)}^{p+1} \leq \frac{1}{2 \varepsilon}\|\tilde{f}\|_{L^{2}(Q)}^{2}
\end{aligned}
$$

Thus, for $(\varepsilon \leq 2 \beta)$, we get

$$
\begin{aligned}
\left\|^{c} D_{t}^{\frac{\alpha}{2}} u\right\|_{L^{2}(Q)}^{2}+\left\|\frac{d u}{d x}\right\|_{L^{2}(Q)}^{2}+\|u\|_{L^{2}(Q)}^{2} & +\|u\|_{L^{p+1}(Q)}^{p+1} \\
& \leq c\|\tilde{f}\|_{L^{2}(Q)}^{2}
\end{aligned}
$$

with

$$
c=\frac{1}{2 \varepsilon \min \left(1, \beta-\frac{\varepsilon}{2}\right)}
$$

As a result, we obtain

$$
\|u\|_{B} \leq C\|L u\|_{L^{2}(Q)}
$$

with

$$
C=\sqrt{c}
$$

which completes the proof of this result.
Proposition 1: There is a closure for the operator $L$ that maps from $B$ to $F$.

Proof: Let $\left(u_{n}\right)_{n \in \mathbb{N}} \subset D(L)$ be a sequence in which

$$
\begin{equation*}
u_{n \rightarrow 0} \quad \text { in } B \tag{15}
\end{equation*}
$$

and

$$
\begin{equation*}
L u_{n \rightarrow} \mathcal{F} \quad \text { in } F \tag{16}
\end{equation*}
$$

Now, we have to show

$$
\tilde{f} \equiv 0
$$

To this end, it should be noted that the convergence of $u_{n}$ to 0 in $B$ causes

$$
\begin{equation*}
u_{n \rightarrow 0} \quad \text { in }\left(C_{0}^{\infty}(Q)\right)^{\prime} \tag{17}
\end{equation*}
$$

Due to the continuity of the fractional derivative coupled with the derivation of the first-order of $\left(C_{0}^{\infty}(Q)\right)^{\prime}$ in $\left(C_{0}^{\infty}(Q)\right)^{\prime}$ and the continuity distribution of the function $u^{p}$, then (17) would involve

$$
\begin{equation*}
\mathcal{L} u_{n \rightarrow 0} \quad \text { in }\left(C_{0}^{\infty}(Q)\right)^{\prime} \tag{18}
\end{equation*}
$$

In addition, the convergence of $L u_{n}$ to $f$ in $L^{2}(Q)$ yields

$$
\begin{equation*}
\mathcal{L} u_{n \rightarrow} \tilde{f} \quad \text { in }\left(C_{0}^{\infty}(Q)\right)^{\prime} \tag{19}
\end{equation*}
$$

Since we know that the limit in $\left(C_{0}^{\infty}(Q)\right)^{\prime}$ is unique, then from (18) and (19), one might infer

$$
f \equiv 0
$$

As a result, the operator $L$ is closeable. This could let us to denote $\bar{L}$ and $D(\bar{L})$ as the closure of $L$ and its domain respectively.
It is necessary here to draw our attention to the fact that the solution to the following operator equation:

$$
\bar{L} u=\mathcal{F}
$$

is known as a strong solution of problem (1)-(3). Hence, one might expand the prior estimate to this solution by proposing the following estimate:

$$
\begin{equation*}
\|u\|_{B} \leq C\|\bar{L} u\|_{F^{\prime}}, \quad \forall u \in D(\bar{L}) \tag{20}
\end{equation*}
$$

Proposition 2: The strong solution of problem (1)-(3) is unique and depends continuously on $\tilde{f} \in F$.

Proposition 3: $R(\bar{L})$ is closed in $F$ and

$$
R(\bar{L})=\overline{R(L)}
$$

Proof: Initially, we intend here to examine the solution's uniqueness of problem (1)-(3) provided that the existence issue. For this purpose, we let $u_{1}$ and $u_{2}$ be two solutions of (1)-(3). Assume $\eta=u_{1}-u_{2}$, then $\eta$ satisfies:

$$
\begin{align*}
& { }^{c} D_{t}^{\alpha} \eta(x, t)-\left(\frac{\partial^{2} \eta(x, t)}{\partial x^{2}}\right)+\beta \eta(x, t)+u_{1}^{p}-u_{2}^{p}=0 \text { in } Q \\
& \eta(x, 0)=0, \forall x \in(0, d) \\
& \eta(x, t)=0, \forall(x, t) \in \partial \Omega \times(0 . T)
\end{align*}
$$

If one uses $\eta$ as a scalar product in $L^{2}(\Omega)$ of the equation:

$$
\begin{equation*}
{ }^{c} D_{t}^{\alpha} \eta(x, t)-\left(\frac{\partial^{2} \eta(x, t)}{\partial x^{2}}\right)+\beta \eta(x, t)+u_{1}^{p}-u_{2}^{p}=0 \text { in } Q \tag{21}
\end{equation*}
$$

and takes the integral over $\Omega$, we obtain

$$
\begin{aligned}
& \int_{\Omega}^{c} D_{t}^{\alpha} \eta(x, t) \cdot \eta(x, t) d x-\int_{\Omega}\left(\frac{\partial^{2} \eta(x, t)}{\partial x^{2}}\right) \cdot \eta(x, t) d x \\
& \quad+\beta \int_{\Omega} \eta^{2}(x, t) d x+\int_{\Omega}\left(u_{1}^{p}-u_{2}^{p}\right)\left(u_{1}-u_{2}\right) d x=0
\end{aligned}
$$

Due to $\eta(x, 0)=0$ and by applying Lemmas 1,2 and 3 coupled with integrating by parts, we get

$$
\begin{align*}
\left\|^{c} D_{t}^{\frac{\alpha}{2}} \eta\right\|_{L^{2}(\Omega)}^{2} & +\left\|\frac{d \eta}{d x}\right\|_{L^{2}(\Omega)}^{2}+\|\eta\|_{L^{2}(\Omega)}^{2} \\
& +\int_{\Omega}\left(u_{1}^{p}-u_{2}^{p}\right)\left(u_{1}-u_{2}\right) d x=0 \tag{22}
\end{align*}
$$

Since $\lambda^{p}$ is a monotone function in $\lambda$ (on $\Omega=(0, d)$ ) and based on some ours analysis, we can conclude that $\int_{\Omega}\left(u_{1}^{p}-\right.$ $\left.u_{2}^{p}\right)\left(u_{1}-u_{2}\right) d x$ of (22) is positive. Consequently, it follows from equation (21) that

$$
\|\eta\|_{L^{2}(\Omega)}^{2} \leq 0
$$

which gives

$$
u_{1}=u_{2}
$$

for all $t \in(0, T)$. Now, we will return to demonstrate the assertions declared in this result. For this purpose, we let $z \in \overline{R(l)}$. Then $\exists\left(z_{n}\right)_{n \in \mathbb{N}}$ a sequence in $R(L)$ such that

$$
\lim _{n} z_{n}=z
$$

Similarly, $\exists\left(u_{n}\right)_{n \in \mathbb{N}}$ a sequence in $D(L)$ such that

$$
L u_{n}=z_{n} .
$$

Now, let $\varepsilon, n \geq n_{0}$ and $m, m^{\prime} \in \mathbb{N}, m \geq m^{\prime}$ such that $u_{m}$ and $u_{m^{\prime}}$ are two solutions, i.e.,

$$
L u_{m}=\tilde{f} \quad L u_{m^{\prime}}=\tilde{f}
$$

Consequently, putting $y=u_{m}-u_{m^{\prime}}$ makes $y$ satisfying

$$
\begin{gather*}
{ }^{c} D_{t}^{\alpha} y(x, t)-\left(\frac{\partial^{2} y(x, t)}{\partial x^{2}}\right)+\beta y(x, t)+u_{m}^{p}-u_{m^{\prime}}^{p}=0 \text { in } Q, \\
y(x, 0)=0, \forall x \in(0, d), \\
y(x, t)=0, \forall(x, t) \in \partial \Omega \times(0 . T) . \quad\left(P^{\prime \prime}\right)
\end{gather*}
$$

By employing the same approach used to examine the solution's uniqueness, we can deduce that $y=0$, which yields

$$
0 \leq\left\|u_{m}-u_{m^{\prime}}\right\| \leq 0
$$

for all $t \in(0, T)$. In other words, we have $\forall \varepsilon \geq 0, \exists n_{0} \in \mathbb{N}$ such that $\left\|u_{m}-u_{m^{\prime}}\right\| \leq \varepsilon, \forall m, m^{\prime} \geq n_{0}$. Thus, one might conclude that $\left(u_{n}\right)_{n \in \mathbb{N}}$ is a cauchy sequence in $E$, and hence $\exists u \in E$ such that

$$
\lim _{n} u_{n}=u
$$

By using the definition of $\bar{L}\left(\lim _{n} u_{n}=u\right.$ in $E$, if $\lim _{n} u_{n}=$ $\lim _{n} z_{n}=u$, then $\lim _{n} \bar{L} u_{n}=z$. Also, as $\bar{L}$ is closed, then $\bar{L} u=z$ ), we can assert that the function $u$ satisfies

$$
\bar{L} u=z \text { so that } u \in D(\bar{L}) .
$$

Therefore, $z \in R(\bar{L})$, and hence $\overline{R(L)} \subset R(\bar{L})$. Furthermore, due to $R(\bar{L})$ is a Banach space, then we conclude that it is closed. Now, it is still necessary to demonstrate the opposing inclusion. For achieving this aim, we let $z \in R(\bar{L})$. Then there exists a sequence of $\left(z_{n}\right)_{n}$ in $F$ consisting of the elements of $R(\bar{L})$ in which

$$
\lim _{n} z_{n}=z
$$

As a consequence, $\exists\left(u_{n}\right)_{n \in \mathbb{N}}$, a corresponding sequence in which

$$
\lim _{n} \bar{L} u_{n}=z_{n}
$$

Alternatively, we have a cauchy sequence $\left(u_{n}\right)_{n \in \mathbb{N}}$ in $F$. So, $\exists u \in E$ such that

$$
\lim _{n} u_{n}=u \quad \text { in } E
$$

Thus, we have

$$
\lim _{n} \bar{L} u_{n}=z
$$

As a consequence $z \in \overline{R(L)}$, which asserts that $\overline{R(L)}=$ $R(\bar{L})$.

## B. Existence of solution

To establish the existence of solution of (1)-(3), we need to demonstrate that $R(L)$ is dense in $F, \forall u \in B$ and for any arbitrary $\mathcal{F}=(\tilde{f}, 0) \in F$. To this end, we list the following result.

Theorem 2: Problem (1)-(3) has a solution.
In order to show this result, we should first notice that the scalar product of $F$ is defined by

$$
\begin{equation*}
(L u, W)_{F}=\int_{Q} \mathcal{L} u \cdot w d x d t \tag{23}
\end{equation*}
$$

where $W=(w, 0) \in D(L)$. If one puts $w \in(R(L))^{\perp}$, we get

$$
\begin{aligned}
& \int_{Q}^{c} D_{t}^{\alpha} u(x, t) w(x, t) d x d t-\int_{Q}\left(\frac{\partial^{2} u(x, t)}{\partial x^{2}}\right) \cdot w(x, t) d x d t \\
& +\beta \int_{Q} u(x, t) w(x, t) d x d t+\int_{Q} u^{p}(x, t) \cdot w(x, t) d x d t=0 .
\end{aligned}
$$

Setting $w=u$ yields

$$
\begin{align*}
& \int_{Q}^{c} D_{t}^{\alpha} u(x, t) \cdot u(x, t) d x d t-\int_{Q}\left(\frac{\partial^{2} u(x, t)}{\partial x^{2}}\right) \cdot u(x, t) d x d t \\
& \quad+\beta \int_{Q} u^{2}(x, t) d x d t+\int_{Q} u^{p+1}(x, t) d x d t=0 \tag{24}
\end{align*}
$$

By performing integration by parts on each term of equation (24) and considering the given condition of $u$, we obtain

$$
\left\|^{c} D_{t}^{\frac{\alpha}{2}} u\right\|_{L^{2}(Q)}^{2}+\left\|\frac{d u}{d x}\right\|_{L^{2}(Q)}^{2}+\beta\|u\|_{L^{2}(Q)}^{2}+\|u\|_{L^{p+1}(Q)}^{p+1}=0 .
$$

Consequently, we get
$\left\|{ }^{c} D_{t}^{\frac{\alpha}{2}} u\right\|_{L^{2}(Q)}^{2}+\beta\|u\|_{L^{2}(Q)}^{2}+\|u\|_{L^{p+1}(Q)}^{p+1}=-\left\|\frac{d u}{d x}\right\|_{L^{2}(Q)}^{2} \leq 0$ which implies $\|u\|_{L^{2}(Q)}^{2} \leq 0$. This means that $u=0$ in $Q$, and hence $w=0$ in $Q$.

## IV. Existence and uniqueness of the Solution of PROBLEM (1)-(4)

In this part, for necessary reasons, we need to define the following function:

$$
\begin{equation*}
g^{*}(t)=\int_{\Omega} g(x, t) \cdot v(x) d x, \quad Q=\Omega \times(0, T) \tag{25}
\end{equation*}
$$

In addition, we suppose that all functions involved in the problem at hand meet the conditions

$$
\begin{align*}
& g \in C\left((0, T), L^{2}(\Omega)\right), v \in W_{2}^{1}(\Omega) \cap L^{p+1}(\Omega), \\
& \|g(x, t)\| \leq m, \quad\left|g^{*}(t)\right| \geq r>0, \tag{H}
\end{align*}
$$

for $E \in W_{2}^{2}(0, T), r \in \mathbb{R}$ and $(x, t) \in Q$. Besides, we also suppose that these functions are generally measurable. Now, one might notice that the relationship between $f$ and $u$ can be described by

$$
\begin{equation*}
A: L^{2}(0, T) \rightarrow L^{2}(0, T) \tag{26}
\end{equation*}
$$

where $A$ is a linear operator defined as

$$
\begin{equation*}
(A f(t))=\frac{1}{g^{*}}\left\{\int_{\Omega} \frac{d u}{d x} \frac{d v}{d x} d x+\int_{\Omega} u^{p}(x, t) \cdot v(x) d x\right\} \tag{27}
\end{equation*}
$$

Consequently, the aforementioned relationship between $f$ and $u$ might be outlined as a $2^{n d}$-linear equation for the function $f$ defined over the interval $L^{2}(0, T)$ as

$$
\begin{equation*}
f(t)=A f(t)+W \tag{28}
\end{equation*}
$$

where

$$
\begin{equation*}
W=\frac{{ }^{c} D_{t}^{\alpha} E+\beta E}{g^{*}} \tag{29}
\end{equation*}
$$

in which $E(0)=0$.
Theorem 3: Assume that the inverse problem's data functions (1)-(4) satisfy condition $(H)$. Then we have the following equivalent statements:
(i) If there is a solution of the inverse problem (1)-(4), then equation (28) is solvable.
(ii) If there is a solution of (28) the compatibility condition $E(0)=0$ is satisfied, then there is also a solution of the inverse problem (1)-(4).

## Proof:

(i) Suppose that problem (1)-(4) is solved with designating its solution by $\{u, f\}$. Multiplying both sides of (1) by $v$ and integrating the result over $\Omega$ yield

$$
\begin{align*}
{ }^{c} D_{t}^{\alpha} & \int_{\Omega} u(x, t) \cdot v(x) d x+\int_{\Omega} \frac{d u}{d x} \frac{d v}{d x} d x \\
& +\beta \int_{\Omega} u(x, t) v(x) d x+\int_{\Omega} u^{p}(x, t) \cdot v(x) d x  \tag{30}\\
& =f(t) g^{*}(t)
\end{align*}
$$

Now, using (4) and (27) implies

$$
f=A f+\frac{\beta E+{ }^{c} D_{t}^{\alpha} E}{g^{*}} .
$$

This confirms that $f$ solves (28).
(ii) By assuming that equation (28) has a solution, say $f$, and then substituting $f$ into equation (1), then the resulting relation (1)-(3) will be viewed as a direct problem with a unique solution. We still need to demonstrate that $u$ meets the condition of integral over-determination (4) as well. To this end, we should note that according to equation (30), the function $u$ is contingent on the following assertion:

$$
\begin{align*}
& { }^{c} D_{t}^{\alpha} E+\int_{\Omega} \frac{d u}{d x} \frac{d v}{d x} d x+\beta E+\int_{\Omega} u^{p}(x, t) \cdot v(x) d x \\
& \quad=f(t) g^{*}(t) \tag{31}
\end{align*}
$$

Consequently, subtracting equation (30) from equation (31) yields

$$
\begin{align*}
&{ }^{c} D_{t}^{\alpha} \int_{\Omega} u(x, t) \cdot v(x) d x+\beta \int_{\Omega} u(x, t) \cdot v(x) d x  \tag{32}\\
& \quad={ }^{c} D_{t}^{\alpha} E+\beta E
\end{align*}
$$

By integrating both sides of (32) and considering $E(0)=0$, we deduce that $u$ meets the integral condition (4). Therefore, we can immediately infer that $\{u, f\}$ is the solution of the inverse problem (1)-(4), which concludes the proof.

In the following content, we intend to discuss some properties of the operator $A$ by proposing the next result. This result would pave the way to establish a further result
connected with the existence and uniqueness of solution of (1)-(4).

Lemma 5: Assuming condition $(H)$ holds, then there exists a positive $\delta$ such that the operator $A$ is a contraction mapping in $L^{2}(0, T)$.

Proof: Observe that the following estimate can be inferred from (27) easily:

$$
\begin{aligned}
&|A f(t)|^{2} \leq \frac{2}{r^{2}} \\
& \quad \times\left[\left\|\frac{d u}{d x}\right\|_{L^{2}(\Omega)}^{2}\left\|\frac{d v}{d x}\right\|_{L^{2}(\Omega)}^{2}+\|u\|_{L^{p+1}(\Omega)}^{2 p}\|v\|_{L^{p+1}(\Omega)}^{2}\right] .
\end{aligned}
$$

Now, we assume that

$$
\|u\|_{L^{\infty}\left(0, T, L^{p+1}(\Omega)\right)}^{p}=\gamma \geq 0 .
$$

Then we can have

$$
\begin{aligned}
&|A f(t)|^{2} \leq \frac{2}{r^{2}} \\
& \quad \times\left[\left\|\frac{d u}{d x}\right\|_{L^{2}(\Omega)}^{2}\left\|\frac{d v}{d x}\right\|_{L^{2}(\Omega)}^{2}+\gamma\|u\|_{L^{p+1}(\Omega)}^{p+1}\|v\|_{L^{p+1}(\Omega)}^{2}\right]
\end{aligned}
$$

By integrating the above inequality over $(0, T)$, we obtain

$$
\begin{align*}
\int_{0}^{T}|A f(t)|^{2} d t & \leq \frac{2}{r^{2}} \max \left(\left\|\frac{d v}{d x}\right\|_{L^{2}(\Omega)}^{2}, \gamma\|v\|_{L^{p+1}(\Omega)}^{2}\right) \\
& \times\left[\int_{0}^{T}\left\|\frac{d u}{d x}\right\|_{L^{2}(\Omega)}^{2} d t+\int_{0}^{T}\|u\|_{L^{p+1}(\Omega)}^{p+1} d t\right] \tag{33}
\end{align*}
$$

which immediately yields
$\|A f\|_{L^{2}(0, T)} \leq K\left[\int_{0}^{T}\left\|\frac{d u}{d x}\right\|_{L^{2}(\Omega)}^{2} d t+\int_{0}^{T}\|u\|_{L^{p+1}(\Omega)}^{p+1} d t\right]^{\frac{1}{2}}$
where

$$
K=\sqrt{\frac{2}{r^{2}} \max \left(\left\|\frac{d v}{d x}\right\|_{L^{2}(\Omega)}^{2}, \gamma\|v\|_{L^{p+1}(\Omega)}^{2}\right)}
$$

Then, using the $A$ priori estimate and removing some terms lead us to infer

$$
\left\|\frac{d u}{d x}\right\|_{L^{2}(Q)}^{2}+\|u\|_{L^{p+1}(Q)}^{p+1} \leq C\|f\|_{L^{2}(Q)}^{2}
$$

This consequently gives

$$
\begin{equation*}
\|A f\|_{L^{2}(0, T)} \leq \delta\|f\|_{L^{2}(0, T)} \tag{34}
\end{equation*}
$$

where $\delta=K \sqrt{C}$. Obviously, it can be noticed from the previous discussion that there is a positive $\delta$ in which $\delta \leq 1$. Thus, inequality (34) demonstrates that $A$ is a contracting operator on $L^{2}(0, T)$.

Theorem 4: Assume condition $(H)$ and the compatibility condition are satisfied, then there is a unique solution $\{u, f\}$ for inverse problem (1)-(4).

Proof: It follows that equation (28) possesses a unique solution $f$ in $L^{2}(0, T)$. Also, based on Lemma 3, the existence of a solution of (1)-(4) can be established. However, the uniqueness of such a solution has not been yet shown. For this purpose, we assume that there are two different solutions for the inverse problem at hand, denoted as $\left\{u_{1}, f_{1}\right\}$ and $\left\{u_{2}, f_{2}\right\}$. In this regard, it should be noted that if the linear operator $A$ contracts on $L(0, T)$ leading to $f_{1}=f_{2}$, then according to Lemma 5, the uniqueness theorem of the
solution to the main direct problem (1)-(3) implies $z_{1}=z_{2}$, and this completes the proof.

Corollary 1: If the same assumptions of Theorem 4 hold, then the solution $f$ of (28) exhibits continuous dependence on the data $W$.

Proof: Consider $\omega$ and $v$ are two sets of $W$ that meet all assumptions of Theorem 4. Suppose $f$ and $g$ are two solutions of (28) for the data $\omega$ and $v$, respectively. Now, based on (28), we obtain

$$
f=A f+v \quad \text { and } \quad g=A g+\omega
$$

So, with the help of (34), we can calculate the difference $f-g$ as follows

$$
\begin{aligned}
\|f-g\|_{L^{2}(0, T)} & =\|(A f+v)-(A g+\omega)\|_{L^{2}(0, T)} \\
& \leq \delta\|f-g\|_{L^{2}(0, T)}+\|v-\omega\|_{L^{2}(0, T)}
\end{aligned}
$$

As a result, we obtain

$$
\|f-g\|_{L^{2}(0, T)} \leq \frac{1}{1-\delta}\|v-\omega\|_{L^{2}(0, T)}
$$

which finishes the proof.

## V. DISCUSSION AND CONCLUSION

In this study, we have examined the inverse problem of outlining the right-hand side of a nonlinear fractional parabolic problem, incorporating an integral overdetermination condition, with a homogeneous initial condition. The primary focus has been on the theoretical aspects of this inverse problem. We have established certain conditions for the existence, uniqueness, and continuity depending on the data of the problem. Thus, many numerical analysis perspectives can be further studied and based on the results of this work, especially in the aspect of developing effective numerical methods that are compatible with the non local conditions of the integrative type, and also to think about solving the same problem by considering certain incompatible initial conditions.
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