
 

  

Abstract—Statistics Indonesia (BPS) provides employment 

data through the National Labor Force Survey (SAKERNAS). 

SAKERNAS data collection is carried out quarterly under a 

rotating panel survey with a sample unit of the rotation group. 

Our study focuses on the Rao-Yu unit level model and its 

modifications. The modified Rao-Yu unit level model is 

required to handle pseudo panel units i.e., the units are 

replaced by the summary of units in the rotation group. In this 

context, these units are referred to as pseudo units. A 

modification was made by adding a measurement error pseudo 

unit into the Rao-Yu unit level model. The simulation study 

showed that the greater variance between areas, the better the 

capability of Rao-Yu pseudo unit level model compared with 

the Rao-Yu unit level model in estimating the parameters of 

interest. Our method proposal was applied to data on the 

quarterly unemployment rate at the district/city level in one of 

Indonesia’s provinces according to the 2011-2014 SAKERNAS 

panel rotation data. 

 
Index Terms—Empirical best linear unbiased prediction, 

Rotation group, Pseudo panel, Pseudo unit. 

 

 

I. INTRODUCTION 

 

tatistics Indonesia (BPS) provides employment data 

through the National Labor Force Survey (SAKERNAS). 

The SAKERNAS aims to obtain information on the 

unemployment rate and its changes from time to time at the 

national, provincial, or district/city levels [1]. The 2011-

2014 SAKERNAS is a survey with a quarterly sampling 

method. The SAKERNAS data was designed in panel 

rotation  by  the  rotation  group  as  a  sample  unit.    In  the  
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rotation panel framework, the total sample of census blocks 

is divided into four sample packages. Each package in each 

census block is formed by four household groups. Quarterly, 

the sample size consists of four groups from different 

packages. The SAKERNAS rotation panel is designed 

quarterly by maintaining three-quarter groups of the 

previous quarter and adding one-fourth of new groups of the 

current quarter [2].  

However, some problems occur in the labor estimation at 

the district/city level which uses the quarterly SAKERNAS 

data with inadequate sample size because the quarterly 

SAKERNAS is only designed to estimate the parameter at 

the provincial and national levels. If the estimation of 

employment at the district/city level is done with direct 

estimation, then it can produce a large standard error due to 

the small sample size. To resolve these issues, it is necessary 

to study how to estimate parameters at the district/city level 

according to the rotation panel survey when the sample size 

is insufficient. The small area estimation (SAE) model is an 

alternative that can be used to estimate the parameters in an 

area when the sample size in the area is too small to obtain 

an adequate level of accuracy in addition to direct estimation 

[3].  

The Rao-Yu model modified by Muchlisoh [2] is 

suitable for unit-level analysis to estimate the 

unemployment rate using the 2011-2014 SAKERNAS data. 

The study results showed that the estimators were 

commensurate with the Rao-Yu model estimators and better 

than the direct estimators; therefore, the model can be used 

as an alternative in the SAE when the variances of sampling 

errors are unavailable. However, to apply the model in the 

SAKERNAS rotating panel data, Muchlisoh [2] eliminated 

information on rotation groups, as if the observed units 

(rotation groups) are the same all the time. While in 

practice, these units are different from time to time. One 

way to solve the problem is to use the pseudo panel method 

[4].  

Deaton was the first to introduce the pseudo panel 

method [5]. In his paper, Deaton revealed that, in a survey, 

the same individual in the sample cannot be observed over 

time. Hence, individual groups are divided into sub-

populations based on certain characteristic similarities, 

commonly referred to as "cohorts" which can be observed 

[4]. The principle of the pseudo panel is to follow cohorts 

(i.e. groups of individuals sharing a set of characteristics that 

are improved from time to time), rather than individuals 

over time. Individual values are replaced by their 

intra-cohort means. Hence, the value of the observed 
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variables in the cohort still has a measurement error. If not 

handled properly, the measurement error will result in 

biased estimators. 

The cohorts in the pseudo panel model are assumed as 

units if applied to the SAE-unit level. Individuals in this unit 

are different from time to time, so the units are then referred 

to as pseudo units. Individual values in the units are replaced 

by their intra-unit means. Referring to Muchlisoh, this 

pseudo unit is the rotation groups that are assumed the same 

over time, then the measurement error that arises from the 

pseudo unit is ignored. Therefore, in this article, we would 

improve the model modified by Muchlisoh [2], by applying 

the pseudo panel model to the model by paying attention to 

a measurement error arising from the pseudo units. A 

simulation study was conducted and the quarterly rate of 

unemployment at the district level was also estimated. 

Handayani et al. [6] compared the three approximation 

methods to obtain maximum likelihood estimates in 

GLMM. The comparison is based on a simulation study. 

Furthermore, these methods are applied to analyze the 

salamander data. Handayani et al. [7] reviewed the 

Empirical Based Predictor (EBP) to estimate small area 

linear parameters as well as nonlinear parameters whenever 

variable interest has skewed distribution. They assume that 

the variable of interest would follow log normal distribution 

after taking logarithm transformation. Then, the EBP would 

be derived under SAE unit level model (nested error 

regression model) using this transformed variable of 

interest.  

The remainder of the paper is arranged as follows. 

Section 2 describes the Rao-Yu model and its modification; 

Section 3 describes the pseudo panel method; Section 4 

describes the proposed model; Section 5 describes our 

simulation and application studies; and Section 6 describes 

the conclusion. 

 

II. METHODS 

A. Rao-Yu Model and Its Modification 

The Rao-Yu model is the development of the basic SAE 

which is Fay-Herriot model by adding a random area-time 

effect following the first autoregressive process [8]. The 

model is as follows:  

 

 (1) 

  (2) 

 

 is the parameter of interest on small area i-th and time t 

 also  is the direct unbiased 

estimator of . The  is area-time 

auxiliary variable size  which is assumed to be 

available in the i-th small areas and time t. The 

 is a column vector of the  

regression coefficient. Also, the sampling error  is 

independent of that normally distributed given , with 

. Furthermore, is a random effect 

for i-th small area with  and  is a 

random effect for i-th small area at time point t with 

, that is assumed to follow the first-order 

autoregressive process within each area i. The constant ρ is 

the autoregressive coefficient. The errors , , and 

 are assumed to be independent. The combination of 

the sampling error model (1) and the linking model (2) will 

produce the following model: 

 

 

  (3) 

 

The random effect ,  and  are assumed mutually 

independent. The condition ensures the stationarity 

of the series defined by (3) to obtain the first-order 

autoregressive process. 

Muchlisoh [2] modified the Rao-Yu model area level to 

Rao-Yu model unit level.  The modification aims to make 

the Rao-Yu Model suitable for analysis at the unit level 

when the sampling error is unavailable. Let  is j-th 

sample unit of i-th small area at time t and assume that unit 

specific auxiliary variable  is available for each 

population element j in i-th small area at time t. The model 

is defined as, 

 

                          

      (4) 

 

Then we called this model as Model-1. While 

 is the index for a small area,  is 

the index for time, and  with  is the 

number of sample units in a small area i at time t. The 

 is a column vector of the  

regression coefficient. Assume that  is a 

random effect for i-th small area at time point t. The ’s is 

assumed to follow the first-order autoregressive process 

within each area i, with . The error  

is assumed  and the  and  

are mutually independent. 

 

B. Pseudo Panel Method 

The Pseudo panel method is an alternative to using panel 

data for estimating fixed effects models when only 

independent repeated cross-sectional data are available. 

They are widely used to estimate price or income elasticities 

and carry out life-cycle analyses, for which long-term data 

are required, but panel data have limits in terms of 

availability over times and attrition [4]. Deaton [5], the first 

suggestion to using panel methods of repeated 

cross-sectional data, reveals that when the samples are 

withdrawn, the same individual cannot be observed over 

times. So that, the group of individuals divided into sub-

populations based on certain characteristic similarities, 

commonly referred to as "cohorts", can be observed. The 

principle of the pseudo panel is to observe cohorts, i.e., 

stable groups of individuals, rather than individuals over 

time. Individual variables are replaced by their intra-cohort 
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means. The pseudo panel model is obtained by approaching 

the linear model as follows: 

 

                                 (5) 

 

where  is the index for the individual in the 

population,  is the index for time. The  is 

variable of interest for the i-th individual at t-th time,  is 

the explanatory variable for the i-th individual and the t-th 

time.  is the individual fixed effect of the variable of 

interest that is fixed over time. The  is a sampling error. 

Then, by substituting the individual using the observed 

intra-cohort means, model (5) satisfies the following 

conditions: 

 

                              (6) 

 

where   is indexed for a cohort. The  and 

 are the means of the population in the cohorts for the 

variable of interest  and the explanatory variable , 

respectively. However, in practice, the true values of  and 

 are unknown. Thus, an approximation is made using 

individual variables that are replaced by their intra-cohort 

means. In practice, the estimated model is 

 

   (7) 

 

where  and  are the means of 

observed values of the individuals of the sample in the 

cohorts. The  is the mean of a fixed effect for cohort c 

which appears in a survey and is assumed to be fixed over 

time. The  has a linear relation with . 

The estimation method in equation (6) does not take the 

fact that the true intra-cohort means (  and ) should be 

measured with error using the means calculated for the 

sample (  and ). This measurement error poses two 

problems: an error in the explanatory variables results in 

biased estimators and an error in the variable of interest and 

the variability of the cohort effect over time reduces the 

precision of the estimators. To solve this problem, Deaton 

adapted a theory by Fuller [4] in the pseudo panel 

estimation. Suppose that  and  are the measurement 

error in  and , are 

 

and     (8) 

 

Then, by combining the model (6) and (8) we obtained 

 

  (9) 

 

as the pseudo panel model, where   is 

the residual value that correlated to . 

III. THE PROPOSED MODEL 

The proposed model is taken by combining the pseudo 

panel into Model (1). In this proposed model, we treat the 

unit as a cohort, so that the individual value of the units is 

not the same over time. Therefore, these units are referred to 

as pseudo units. The following is the pseudo unit model: 

 

  (10) 

 

where  is the index for a small area, 

 is the index for time, and  with 

 is the number of sample units in i-th small area at t-th 

time. The  is the pseudo unit sample for i-th small area 

at t-th time. The  is population j-th units in i-th area at t-

th time and  is measurement error for j-th pseudo unit in 

i-th area, where . So, based on Model-1 on 

(4) and pseudo unit on (10), therefore: 

 

  

  (11) 

 

Then we call (11) as Model-2. The  

is a column vector of the p x 1 regression coefficient. 

Assume   is a random effect for i-th 

small area at time point t. The ’s are assumed to follow a 

first order autoregressive process within each area i, with 

. The sampling error  is assumed 

. The  and  are 

assumed mutually independent.  

Based on Muchlisoh [2], for every small area i-th, model 

(11) can be denoted into the following matrix form 

 

  

  (12) 

 

where , 

,  

with  and 

, , 

 with 

,  

and . The  and  are vectors size  and 

 with all the elements 1, respectively.  is identity 

matrix size . 

For balanced data, , model (12) can 

be written as, 
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  (13) 

 

where  is an identity matrix of order T and  is the 

Kronecker product. Defined , ,   

and , so the model may be written as 

 

  (14) 

 

and the model for all of the areas be 

 

  (15) 

 

where , , and , 

, , 

, , 

,  and  is 

identity matrix size m x m. Assumed that  is a stationer, 

so the expected value and covariance matrix , are 

 

 and  

where , is a symmetric matrix defined by  , where 

 and . The independence 

assumption of vector  leads to  and 

, and the independence assumption 

of vector  leads to  and .  

If  with the random effect  

 and  are assumed mutually independent. So the 

covariance matrix of  on the model is 

 
 

 

So that,  

 

 

         

  (16) 

 

The  and  are matrices of order  and 

 with elements 1, respectively. For all areas, the 

structure of the covariance matrix is 

, and if  , the 

structure of the covariance matrix can be written as, 

 
 

(17) 

 

Henderson [7] obtained the general form of BLUP (Best 

Linear Unbiased Prediction) of w for the general linear 

mixed model, 

 

  

where   ,  

so  

 

                

 

or  

 

 

  (18) 

 

and  

 

  

  

  (19) 

 

The EBLUP (empirical best linear unbiased prediction) of 

 and  are obtained by replacing the component of 

variances , and , with their estimators, say 

, and , respectively. So, the EBLUP of  and 

 are 

 

  

  (20) 

 

and 

  (21) 

 

 

where . The component of 

variances , and  are computed by using 

Restricted Maximum Likelihood (REML). 

Based on Muchlisoh [2], for a finite population model, 

the i-th small area at t-th time,  is  
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where , 

 is the number of population units of i-th small area at t-

th time,  is a sampling fraction. The upper script 

“s” denoted the sampled units (observed units) and “r” 

denoted the non-sampled units (unobserved units). So the 

BLUP for is 

 

  

 

     

 

and when the  close to 0, the BLUP for  becomes 

 

. 

 

The EBLUP of  when 𝜌 is known,  is obtained 

by replacing , , and  with , , and  

respectively. As follow 

 

  (22) 

 

where  

 

 and  

 

. 

IV. RESULTS AND DISCUSSION 

A. The Simulation Study 

In this simulation study, the determination of parameter 

values referred to quarterly unemployment data at the 

district/city level in West Java based on the SAKERNAS 

rotating panel data within 2011-2014 assumed to follow 

Model-2 (11). The simulation started by generating finite 

population data which consisted of 26 areas (M = 26), the 

observation time was 13 (T = 13), and each area consisted 

of 4 pseudo units, with the size of each unit being 300 

households. We used , , ,  

and 𝜌 = 0.9. This value is the best value based on the study 

by Muchlisoh [2],  computed from real data. Then we 

determined three categories of variances of random effects 

of the area, i.e., , , and . The 

determination of the three categories was used to evaluate 

the effect of  .  

The parameter of the i-th small area at t-th time is defined 

by  and the direct estimation 

is defined by . In this 

simulation, we selected  about 10 to 30 samples. This 

sampling was done with as many as 1000 replications 

(R=1000). To study the efficiency of estimation of the 

proposed model, we evaluated the values of bias and MSE 

of direct estimator and Model-2 that were computed as 

follows: 

 

 

 

 

 
 

TABLE I 
COMPARISON OF BIAS AND MEAN SQUARE ERROR (MSE) 

BASED ON DIRECT ESTIMATION, MODEL-1 AND MODEL-2 AT 𝜌 = 

0.9 WITH , , . 

 

VRE Model 
Bias 

(%) 
MSE 

CV 

(%) 

MSE 

(%) 

RT 

(hour) 

2.5 

A 0.118 11.48 7.18 5545.8 6.20 

B 0.079 0.38 .41 102.9 6.20 

C 0.079 0.36 1.38 100 5.38 

5 

A 0.118 38.19 12.53 14822.5 6.21 

B 0.079 0.58 1.67 105.2 6.21 

C 0.079 0.53 1.611 100 5.38 

10 

A 0.118 147.08 23.50 26633.8 6.25 

B 0.078 1.42 2.58 110.1 6.25 

C 0.078 1.25 2.43 100 6.10 

 
VRE; Variance of Random Effect; A: direct estimate:B: Model-1; C: Model-2 

 

The results of the computation are presented in Table I. 

Table I shows that Model-2 gives smaller values of Bias, 

MSE, and CV than the direct estimation does at any 

condition of variances of random effects of the area. 

Besides, Table I presents that the MSE ratio between the 

direct estimation with Model-2 and the ratio between 

Model-1 and Model-2 increases as the variance of the 

random effect of area increases. This means that the greater 

the variance between areas, the Model-2 is better than 

Model-1 in estimating the parameters of interest. Table 1 

also shows that the running time of Model-2 is faster than 

Model-1. Therefore, it can be concluded that Model-2 has a 

capability better than Model-1 to estimate the parameters of 

interest. 
 

B. The SAKERNAS Data Application in West Java, 

Indonesia 

In this section, we applied Model-1 and Model-2 to 

estimate the quarterly rate of unemployment at the 

district/city level using the same data. The data used in this 

study are quartered at the district/city level in West Java 

based on the SAKERNAS rotating panel data from 2011-

2014. The auxiliary variables in this study were taken from 

the village potential census of West Java Province in 2011. 
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Fig. 1 shows that direct estimation generates more 

fluctuating and unstable estimated values compared with 

Model-1 and Model-2. Furthermore, the addition of 

measurement error in the i-th area and the j-th unit of 

Model-1 found in Model-2 make the estimated value in 

Model-2 more stable than in Model-1. 

Based on Table II, the MSE of the direct estimation of 

4.32 drops to 2.31 and 2.18 on the estimation method with 

Model-1 and Model-2, respectively. This suggests that the 

addition of random effects serves to calibrate the results of 

direct estimation based solely on survey data. The decrease 

in MSE is due to the decomposition of the variance 

components that are present in Model-1 and Model-2. In 

addition, although the estimated value of MSE produced by 

Model-1 and Model-2 is not much different, Model-1 of 

2.31 drops to 2.18. This suggests that adding the 

measurement error in the i-th and j-th units into Model-1 can 

improve the efficiency of Model-1. 

 
TABLE II 

COMPARATIVE STATISTICS OF THE MEAN OF MSE OF 

QUARTERLY UNEMPLOYMENT RATE AT DISTRICT/CITY LEVEL 

IN WEST JAVA PROVINCE USING DIRECT ESTIMATION,  

MODEL-1 AND MODEL-2 

 

Estimation Method Mean of MSE 

Direct estimation 4.32 

Model-1 2.31 

Model-2 2.18 

 

To see more clearly the MSE comparative results based 

on direct estimation, Model-1, and Model-2 can be seen in 

Fig. 2. 

Fig. 2 shows that direct estimation provides the greatest 

estimated MSE values compared to Model-1 and Model-2. 

Overall, there is a significant reduction in MSE values when 

using Model-1 and Model-2. The estimated MSE results in 

Model-2 tend to have a smaller value than in Model-1. This 

indicates that Model-2 is better than Model-1 in lowering 

MSE. 

V. CONLUSION 

The simulation study shows that the addition of the 

measurement error in the i-th area and the j-th unit of 

Model-1 that found in Model-2 make the estimated value in 

Model-2 more stable than Model-1. Besides, the ratio of 

MSE and the running time indicate that the greater the 

variance between areas, the Model-2 is better than Model-1 

in estimating the parameters of interest. The application 

study points out that the estimation of the quarterly rate of 

unemployment at the district/city level in West Java 

Province in Indonesia using Model-2 provides the same 

conclusions as the simulation study. 
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Fig. 1(A). The estimation of the quarterly unemployment rate in West Java Province using direct estimation, Model-1 and Model-2 for the district/city: 1-13 

 

 

 

Fig. 1(B). The estimation of the quarterly unemployment rate in West Java Province using estimation, EBLUP of Model-1 and Model-2 for the district/city: 
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Fig. 2(A). The comparison of MSE estimation of the quarterly unemployment rate in West Java Province using direct estimation, Model-1, and Model-2 for 

district/city:1-13. 

 

 
Fig. 2(B). The comparison of MSE estimation of the quarterly unemployment rate in West Java Province using direct estimation, Model-1, and Model-2 for 

district/city:14-26. 
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