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System Utilization and Changes in Implemented
Information Systems: A Case Study

H. Keith EdwardsMember, IAENG

Abstract— The implementation phase of the software
development life cycle is critical for continued oganizational
success. As organizations evolve their business pesses after the
launch of a new system, the system needs to continto evolve in
order to take advantage of these opportunities. Ithis research, we
explore the changes that take place in a large mafacturing
system in order to understand the relationships beteen system
usage, business process change, and system chafye.research
shows close relationships between the most utilizedreens in the
system, the core business process, and the changeguested by
users of the system. We also examine the effect mrfioritizing
changes on the time to implement these changes.

Index Terms— Configuration Management, Implementation
Issues. Software Engineering, System Maintenance.

I. INTRODUCTION

Proper management and control of the post impitatien
phase of the software engineering life cycle idiaai for
continued project success. While it is a well regpgd fact that
continued change is necessary in order for a sy&teramain
useful over its lifetime, there is a paucity of eadudies that
examine the nature of post implementation projeanges.

This paper examines the post-implementation phéasbeo
software product life cycle for an inventory redtiisming and
control system from a large manufacturing companyrder to
better understand the nature of system usage atehsghange
requests. In particular, this paper explores hastesys are used
and the relationship between system usage, chaggests, and
business processes. Finally, this paper lookseahticuracy of
systems estimates based on the priority assigndtetohange
request.

The rest of this paper is organized as follows.tiBec2
examines work related to the areas of implememtfedrnation
systems, configuration management strategies guyubst) and
discusses the information provided by existing cstsrlies.
Section 3 provides a description of the implemestetem and
its environment, the change control process usedthigy
company, and the data set. This section also exstine
methods used for our analysis. Section 4 exantiveeesults of
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our analysis. Section 5 provides conclusions arploegs the
applicability of these results to other implemerggdgtems.

Il. RELATED WORK

Implementation and program maintenance is the §itzaje of
the software development life cycle [16,30]. Somuitier [30]
defines the implementation stage of the softwareld@ment
life cycle as “the process of converting a syst@ecsgication
into an executable system.” The word process mdbfinition
shows that this is not merely a destination, butoagoing
process that involves the continual modificatiothef system to
meet the requirements of its operating environment.

The need for applying changes to implemented soétwas
been evident since the development of the firstesys. Early
research in software engineering shows the neealpiolying a
process in order to control changes that are irwwatpd into the
final product [1,3]. Later work such as Joeris [Iefks at how
to provide basic management function for both ckang
management and configuration management within the
implementation phase of the software developméatclycle,
while Davis examines the role that the overall dgwment life
cycle plays in the software configuration managenpeacess
in the post waterfall model era [6].

An underlying consideration to any view of the opan
management process is that large scale informaystems
constitute socio-technical systems that interlegpanple,
process, and technology [30]. Leavitt's model (Fégd) is
perhaps the seminal piece of related work in thenarof
management information systems for understandiagdte of
the implemented system within the overall orgamira{l17].
Leavitt's model examines the relationship betweesirness
process, change, management processes, and informat
systems. The model hypothesizes that changes torengspect
of the model will cause changes in the other aoé#ise model
so that the organization can maintain its overalatsgic
alignment. Since this research examines changte teystem
resulting primarily from changes to the businesscpss (as
opposed to pure technological changes), we can agmpl
Leavitt's model as a tool for understanding thetiehships
between several of the aspects of the implementdrs.
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FIGURE 1 - LEAVITT’'SMODEL
A. Change Control Process and Configuration Management
Strategies
Several articles in the related literature pointhte need for
and examine the nature of change control and canafigpn

management processes that form a critical part haf t

implementation phase of the software developmdatdycle
[2,32]. For example, Joeris [14] provides a summafy
desirable characteristics for a change managemeo¢gs such
as managing the process of change as well as nmantg
artifacts of the change process. Chillakanti [S]tiwades the
need for incorporating security into the change agament
process. Sato, et al. [24] discuss Hewlett Packacttange
management process and its impact on the custoqerience,
but focuses on off the shelf products as opposeoegpoke
systems. Nguyen [21,22,23] examines the
configuration environment in object oriented andovbased
systems, but treats the more general subject mtttar a
specific system. Other work such as [26] looksaatfiguration
control for evolutionary systems, whilst Simmonda7]
examines the configuration management processeoRACT
software engineering system.

While the need for a disciplined change managemertess
can not be understated, the purpose of this rasesngot to
supplant any of these existing processes nor tonieeathe
particular configuration of the software from a heical
standpoint. Rather, this research examines theepsaanly as it
relates to the implementation of the changes withénsystem
and do not treat it from a theoretical standpdiuotther to this
end, we accept the process as an invariant wittenoterall
business environment.

B. Support for Configuration Management e

Calabough [4] points to the need for change and

configuration management support and develops lailoag
with a process to these ends. While similar irdisgussion of

the process, it differs in that there is no dismursef the changes

that were actually incorporated into the system.
Several articles [12,18,19,25,31] examine the goméition
management process in order to manage componesngin

the build. While these tools act as a supportierdontinuing
evolution of software products, they deal more withnaging
the technical aspects of change than with the basiprocess.
Feiler [11] examines how process support can agsishe
implementation of configuration management toolgyeheral
treatment of support for configuration managemesm b©e
found in Estublier [8,9,10] and in German, et di3]] who
provides a framework for describing tools for thaimg of
software repositories.

C. Configuration Management Case Studies

A final area of research is that of configuratioamagement
case studies. These are sparse, but will mosyldiéler from
our research in the scale of the effort (toy sys)ethe amount
of data examined, and the time over which the syst&as
examined. Our study extends for five years and @&sn
approximately 600 separate change requests.

Dietel [7] provides a look at the impact of instiiig a change
management process into the organization and hievntpacts
the employees in the organization.

Sliwerski, et al. provides a study of changes irropource
software such as Mozilla and Eclipse [28]. Theiseach
examined the impact of fix inducing changes onsystem and
provided recommendations as to how to minimizer |files
due to these changes. Further work by this gro@pIfibks at
how to relate the software version history to thg Hatabase.

Likewise, [20] uses data on Mozilla and Apache to
understand source code change history, problenrtegpand
productivity in order to understand the open source
development process. Finally, Koponen [15] lookthatopen

softwakurce maintenance process for these same twogisodu

While all of these case studies examine the post
implementation phase of large software systemy, dbal with
open-source off the shelf products designed fonthss market
as opposed to bespoke systems that are designedvide a
competitive advantage to a business in a propyigt@nner.
The nature of the systems under consideration hasvihe lack
of focus on business process in these case stuthbesly
differentiates our work from these studies.

Ill. DESCRIPTIONOFSYSTEMENVIRONMENT,
CHANGE CONTROLPROCESSDATA SET,AND
METHODSFORANALYSIS

In this section of the paper, we describe the palgrs of our
research. In particular, we describe the systerewusitidy, the
environment in which it operates as well as thefigamation
anagement process for managing changes to thisyar
information system and the data recorded as pénadprocess.
Finally, we discuss our method for extracting andlgeing the
data and the questions that we seek to answerrtsanubparcel
to this investigation.

A. System and Environment
In this research, we examine the post-implementdtistory



of an inventory and requisitioning system used targe global
manufacturer. The overall system itself is dividatb four

main modules that represent the core business gges®f the
company. The first module is responsible for thecffication

and scheduling of the individual products. The secmodule
allows users to specify a bill of material for imidiual products,
i.e. to indicate which individual parts are usedaiparticular
product. The third module supports the orderinghef parts
from the bill of material, and the final module popts

warehousing and logistic operations such as reugiatoring,
allocating, and shipping the individual parts.

The system was originally released in the UnitedteSt
United Kingdom, and Germany in 1997. It is now dgpd in
seven different countries and has thousands ofiohgl users.
It currently has 325 different screens that supmpréries,
updates, and administrative functions.

The system is supported by full time staff who éeeicated
to representing the users and who are also respgentir
explaining and cascading the business processghoot the
organization. There is also a systems staff thegsponsible for
ensuring that the system functions correctly froteehnical
standpoint. These two groups work together in oraléacilitate
a holistic approach to system configuration andntesiance.

B. Configuration Management Process

Since this is a bespoke system that was designsdpioort
the business process, it is not surprising thasystem would
need to change as the business process continegdlt@. The
configuration management process is designed tgastip
changes that are required in order to support tgnbss
process. As such, there is a separate processdtsigo deal
with fixes to the system that are a result of Hngbke software.

The change control process begins with an individiser
requesting a change to the system. This changmligzzed by a
business process analyst who determines whethehthege is
needed to support the business process. If thegeliamequired
to support the business process, then the anadgigrs a
priority to the change. The business process anthlga meets
with representatives from the systems staff whoyaeathe
request to see if it is actually required and ifsitechnically
feasible. If both of these conditions are met,dystems group
negotiates a target date with the business progessp and
provides an estimated cost for the change.

The system group then implements the change in the

development system and reports the completioneohiange to
the business process analysts. The change isasiel tand if it
results in no errors, it is released into the potidn
environment of the system as part of a batch. Estcire
released into the production system several titmesighout the
year. Finally, information about the changes i€aded to other
support areas such as training and the help desk.

C. Description of the Data Set

For the purposes of this study, we looked at tviifaats of
the post implementation phase of the system. Fiesexamined
a synopsis of the change control requests for yetem. This

synopsis provided summary information about the &8&nge
controls that are currently in the system. In paitr, this
archive provides the following information:
» Change Request Number
e System Area
» A description of the change request
e The date of the change request
* The status of the change request (new, evaluation,
accepted, implemented, canceled, rejected, holdl) an
the status date
e The priority of the change request
* The system hours for the request and the expected
benefit to the company of the request
e The target date for the systems group
* The actual completion date
» Check boxes for updating of the business process,
training, and help screens.

The second document in the data set is the acdfessiation
for individual screens in the system. This accafsrination is
broken down by year, beginning in 2000 and runnintl the
year 2005. It indicates the screen number, scragrenmodule,
and the number of “hits” for that screen for eatthe years that
the screen was active. Several low use screensphased out
during this time and only contained data for 1-arye

D. Research Questions

In this research, we sought to quantitatively amsvewveral
guestions about the post implementation operatibrthe
information system. In particular, we wanted to raiee the
following aspects of the system:

» Screen usage patterns and their relationship togeha
requests.

e The prioritization of changes and the accuracy of
systems estimates based on priority of changes.

IV. ANALYSIS AND RESULTS

To gain answers to the questions in the previous, w
calculated the average of screen usage pattertissf@ntire six
year period. We placed this screens in order df tneerage
number of accesses per year and examined the ube ¢dp
10% and top quartile of the screens to determieg@#icentage
of the overall traffic that they receive. Our rdéspulshown in
Table 1, indicate an empirical validation of th@-80" rule.

Total Screen Use 17332792
Top 10% Screen Use 13770566 79.45
Top 25% Screen Use 16720453 96.47

TABLE 1—HITS FOR THE MOST USED SCREENS AND BY MODULE

Here, we can see that the top quartile (25%) ofstireens
receive about 96% of the traffic while the top 16Rthe screens
receive 80% of the traffic for the entire systerhis is not
surprising, given the fact that the screens indpeguartile were
designed to support the core business process thbie in the
lower quartiles supported exception handling and
administrative functions.



Next, we analyzed the change request synopsistéomiae
what screens had undergone change as part of tieirgy
business process. We then performed a regressaipsanto
see the impact of determine whether these variable®
predictive of one another. Table 2 presents theltesf this
regression analysis.

Next, we analyzed the change request synopsistéomliae
what screens had undergone change as part of theirgy
business process. We then correlated the numbeharige
requests for individual screens with the screelization. We
also correlated the type of screen (update, admiguery) with
the number of changes. Table 2 presents the resilts
correlating the change requests with the screegeuGaerage
hits), the module from which the screen originatbé, screen
type and the number of change requests.

Comrelations

Module
-019
081
1.000
-210
366
72

Change Requests
1.000

634

-018

-.008

Average Hits
534

1.000

081

-113

0oo

Screen Type
-.00g

-13

-210

1.000

440

021

aoa

Change Requests

Average Hits
Pearson Correlation

Module

Screen Type

Change Requests

.0oo
.3B6
440
325
325
325
325

Average Hits

Sig. (1-tailed) 072.

0
325
325
325
325

Module

ooo
328
326
325
325

Screen Type

325
325
325
325

Change Requests

Average Hits

Module

Screen Type

TABLE 2— CORRELATION BETWEEN CHANGEREQUESTS AND USAGE

The results in this Table show a positive assamiaD.53
Pearson Product Moment) between the changes teensand
the number of hits that it receives as part ofdberall set of
screens. This is somewhat lower than expectedeasdteens
from module four, which comprise the majority oéthystem
underwent the fewest screen specific changes dwehareas
screens from modules two and three underwent ntoaages
for less of the system traffic (see Table 3). Wherken down
by module, three of the four modules exhibit a highrelation
between change requests and screen usage. Twe Bé#rson
Product Moment correlations are at 0.69 whilstdtieer is at
0.60, which suggests a moderate relationship btz two
factors. Furthermore, the regression shows sigmific
relationships between screen type and averagedsiteell as
between change requests and the average numbies fafrhithe
screen. Hence, the number of hits and change reqoas be
shown to be predictors of one another.

Description Number [Percent
Module 1 Screens 50 15.38
Module 2 Screens 37 11.38
Module 3 Screens 100 30.77
Module 4 Screens 138 42.46
Total Screens 325

TABLE 3—-SCREEN CHANGES BY ACCESS AMOUNT

As part of our investigation, we also looked at thiee there

was any relationship between the screen type (adipitate, or
query) and the number of changes requested. Allhese
correlation values were within a range that suggketiiere was
no relationship between the two variables.

We also examined the relationship between the geera
number of hits per screen and the number of chathgescreen
underwent. Table 4 shows the total screen changdstte
number of changes for screens in the top 10%, taptite, and
the other three quartiles along with their percgatas part of
the overall individual screen changes.

Description Number |Percent

Total Screen Changes 277

Top 10% Screen Changes 141 50.90
Top 25% Screens Changes 218 78.70
Other three quartiles 59 21.30

TABLE 4 —SCREEN CHANGES BY ACCESS AMOUNT

Here, we see a phenomenon similar to that display&dble
1. In particular, screens that were in the top 1% erms of
access received about 51% of the changes, andgrguartile
received about 79% of the changes. The other thueetiles
received only 21% of the changes. This suggests niwae
widely used screens experience more changes. Atairfact
that the most accessed screens form the core diubi@ess
process serves as a strong indicator of their coad
transformation as the business process continuegaioe and
adapt.

We also looked at the relationship between scrgee,t
module, and the number of change requests. Incp&at] we
conducted an analysis of variance on the numbeshahge
requests based on the module and the screen tyfaetass.
This analysis (Table 5) shows that the screen yguoka highly
statistically significant impact on the number bhoge requests
and further suggests that screens assist the usiredlss process
are more likely to undergo changes.

Tests of Between-Subjects Effects
Dependent Wariable: Change Requests

Source Type lll Sum of Squares| df Mean Square| F |Sig.
Corrected Model 186.838(=) | 11 16.985 | 3.216|.000
Intercept 149.364 | 1 145364 |28.327 |.000
Module 19827 3 B.609 | 1.283].290
Type 91582 2 45791 | 8684 |.000
Module * Type 63.290| B 10.545 | 2.001 |.065
Error 1650.373 | 313 5.273

Total 2073.000 | 325

Corrected Total 1836.911 324

a R Squared = 102 (Adjusted R Squared = .070)

TABLE 5—ANOVA FORMODULE AND TYPE AS FACTORS FOR THE NUMBER OF
CHANGE REQUESTS

Finally, we sought to examine information abouttasys
estimates and the time required to implement clebgeed on
the priority assigned to those changes by the basiprocess
analysts. Here, we examined the summary informatimut the
change requests and looked at the differences battlie actual
implementation date and the date of the estimateaptetion.
Table 6 shows the average differences system dstnzand
actual implementation dates for the changes at eddhe
priority levels along with information on the stamd deviation,



and variation. It also provides a 95% confidenceriral for the
mean.

Estimates based
on Change Level
(1) ASAP
(2) High
(3) Medium
(4) Low
All

Low 95%
Cl
12.82
18.39
25.54

High 95%
Cl
32.88
38.08
46.22

Std Dev
45.48
71.39
70.17

54.22 97.02 39.65 14.57 93.87

31.34 67.14 6.00 25.34 37.34

TABLE 6 —SCREEN CHANGES BY ACCESS AMOUNT

Here, we see an average difference between thaagst
date and the actual implementation date of appratdiy 31
days for all changes in the system. Some of thera&ncy
between the estimated date and the actual implati@mtdate
can be attributed to the fact that changes wereaseld in
batches rather than on an individual basis.

There are two further items of note here. First, tigher
priority changes had smaller average differencawdsn the
estimated date and the actual implementation datese higher
priority changes also had smaller standard deviatieariation,
and confidence intervals. While all means overlabpe the
90%, 95%, and 99% confidence levels, the systeimat&s
tended to be better for the higher priority changes

We also examined the time required to implemenkeshges
at various priority levels. Table 7 shows the ageréime to
implement changes from each priority level alongthwi
information on the standard deviation, and varratiti also
provides a 95% confidence interval for the mean.

Avg
22.85
28.23
35.88

95% Alpha
10.03

9.84

10.34]

Variation
2068.44
5096.01
4268.76
9412.09
4515.29

Low 95%
Cl
117.53
259.54]

278.74) 530.63 200.57] 356.91]

159.87] 137.37] 103.73] 216.01]

TABLE 7 —SCREEN CHANGES BY ACCESS AMOUNT

Here, we see that changes with the most urgentityriook
the least amount of time to implement. Since tivhsmges were
deemed most necessary to support the businesssproite
stands to reason that they should be implementékeinrmost
expeditious manner. Low priority changes also taokhorter
amount of time to implement. This may be due tartlaek of
connection with the business process, which waditate that
they were less comprehensive in their nature. Gismrig
categories two and three took almost twice the timaverage
to implement as those in category one. They alsbHigher
standard deviations, variances, and confidenceviite This
difference was significant at the 90% and 95% dmnice
levels, although only the difference between ptyodne and
priority 2 changes was significant at the 99% aerfice level.

High 95%
Cl
170.47]
298.92)

Std Dev
120.03
142.79

Time to Implement
(1) ASAP

(2) High

(3) Medium

(4) Low

Avg
144.00]
279.23

95% Alpha
26.47
19.69

Variation
14406.69
20040.26

423587.82)
18871.03

V. CONCLUSION, DISCUSSION AND RECOMMENDATIONS

This paper provides several insights into systeagesand
change in the post implementation phase of thewsaodt
development cycle. First, we observe that the postiof the
system that define the core business process eetieés vast
majority of the system traffic. In fact, the topagtile of screens
in terms of system usage received 96% of all systaffic. This
means that it is entirely logical that such scresiisundergo

the majority of changes associated with the busipescess.

Our research has also yielded insight into thecaffy of
using prioritization as part and parcel to the geacontrol and
configuration management process. To this end, bsemved
that changes with higher priority (those that suppie business
process) had a significantly shorter implementatiore and a
smaller difference between the estimated time &edattual
implementation time.

The data contained in this research yields insigtat the
nature of changes within implemented informatiostems and
serves as a quantitative verification of an impariaspect of
Leavitt's Model. Namely, changes in the businessgss drive
changes in the information systems associatedthatibusiness
process.

VI.

While this exploratory paper has provided sevemalghts
about the nature of system usage and changes lanmapted
information systems, there are several areas ofdutork.

First additional data sets from large scale systdras are
used in industrial settings would be helpful to ersand
whether the findings in this paper extend to bespsstems
from other companies.

FUTURE WORK

Second, we would like to examine the data in greate

granularity to see if we more precisely determing eausality
between the system changes and system utilization.
particular, we would like to examine monthly usagga to see
if there are substantial increases to screens ekpérience
changes.

Third, we know that the change requests examinetthifn
document were originally proposed to augment theirass
process through required changes or through affigiegain.
We would like to correlate the change requests thithchanges
to the business process to understand the relbifppbgtween
these two areas.

Finally, authors such as Sliwerski, et al. [28,28H others
examine the nature of bug fixes in open sourceymdsuch as
Apache and Mozilla. We would like to see if the lligcovery
and fix patterns found in proprietary, bespoke iimfation
systems mirror those found in open source, endscferare.
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