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An Improved Motion Detection Method for
Real-Time Surveillance

Nan Lu, Jihong Wang, Q.H. Wu and Li Yang

Abstract—Real-time detection of moving objects is very
important for video surveillance. In this paper, anovel real time
motion detection algorithm is proposed. The algorttm integrates
the temporal differencing method, optical flow metlod, double
background filtering (DBF) method and morphological
processing methods to achieve better performance h& temporal
differencing is used to detect initial coarse motio areas for the
optical flow calculation to achieve real-time and ecurate object
motion detection. The DBF method is used to obtaiand keep a
stable background image to cope with variations on
environmental changing conditions and is used to ielinate the
background interference information and separate tle moving
object from it. The morphological processing method are
adopted and combined with the DBF to get improvedesults. The
most attractive advantage of this algorithm is thatthe algorithm
does not need to learn the background model from mdreds of
images and can handle quick image variations withduprior
knowledge about the object size and shape. The atgbm has
high capability of anti-interference and preserveshigh accurate
rate detection at the same time. It also demandsde computation
time than other methods for the real-time surveillmce. The
effectiveness of the proposed algorithm for motiordetection is
demonstrated in a simulation environment and the ealuation
results are reported in this paper.

Index Terms—Background filtering, motion detection, optical
flow, temporal differencing.

I. INTRODUCTION

In recent years, motion detection has attractgieat interest
from computer vision researchers due to its prowgisi
applications in many areas, such as video surmeig1],
traffic monitoring [2] or sign language recognitidtowever, it
is still in its early developmental stage and ndedsiprove its
robustness when applied in a complex environment.

Several techniques for moving object detection Hasen
proposed in [3]-[16], among them the three repredie
approaches are temporal differencing, backgroubttaction
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and optical flow. Temporal differencing based owanie
difference, attempts to detect moving regions bkintause of
the difference of consecutive frames (two or thiaeg video
sequence. This method is highly adaptive to dynamic
environments, but generally does a poor job ofaetiing the
complete shapes of certain types of moving objects.
Background subtraction is the most commonly usedageh

in presence of still cameras. The principle of thisthod is to
use a model of the background and compare thertimage
with a reference. In this way the foreground olgerresent in
the scene are detected. The method of statistiodehbased
on the background subtraction is flexible and fast{ the
background scene and the camera are requireddtatienary
when this method is applied. Optical flow is an @mpgmation

of the local image motion and specifies how muathémage
pixel moves between adjacent images. It can aclsieseess of
motion detection in the presence of camera motion o
background changing. According to the smoothnesstcaint,

the corresponding points in the two successive éeashould
not move more than a few pixels. For an uncertaiirenment,
this means that the camera motion or backgroundgihg
should be relatively small. The method based oitaldtow is
complex, but it can detect the motion accuratelgnewithout
knowing the background. The main idea in this papeto
integrate the advantages of these three methods.

In this paper, an integration of temporal differi@ganethod,
optical flow method and double background filterimgthod
with morphological processing is represented. Tlanrgoal
of this algorithm is to separate the backgrounerfetence and
foreground information effectively and detect theoving
object accurately. Firstly, temporal differencingthiod is used
to detect the coarse motion object area for thécalptiow
calculation. Secondly, the DBF method is used tm@mioband
keep a stable background image to address varsation
environmental changing conditions and is useditoiehte the
background interference and separate the movingcobjom
it. The morphological processing methods are used a
combined with DBF to gain the better results. D#f& from
the paper [17], a new improved strategy is propag@dh not
only improves the capability of detecting the objecmotion,
but also reduces the computation demands.

This paper is organized as follows. In Section dh
overview of the method is presented to explain \hwle
procedureln Section Ill,the temporal differencing method is
introduced. In Section IV,the optical flow method is
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introduced. Section V isledicated tathe DBF method with
morphological processing. Section VI describes donarea
detection method and Section VIl presents the éxpgertal
results. Section VIII concludes the achievemerthefpaper.

Il. OVERVIEW OF THEMETHOD

difference of consecutive frames (two or three)airvideo
sequence. This method is highly adaptive to seatisronment.
So temporal differencing is good at providing iitcoarse
motion areas.

In this paper, the two subsequent 256 level graages at
timet andt+1, 1 (x,y,t) and I (x,y,t + 1), are selected and the

difference between images is calculated by setting the adaptive
threshold to get the region of changes. The adaptive threshold
T, can be derived from image statistics. In order to detect

cases of slow motion or temporally stopped objects, a weighted

The method is depicted in the flow chart of Figh&.can be
seen, the whole algorithm is comprised of four stefd)
Temporal differencing method, which is used to detbe
initial coarse object motion area; (2) Optical flastection,

which is based on the result of (1) to calculatécapflow for
each frame; (3) Double background filtering methwith
morphological processing, which is used to elinén#te
background interference and keep the foregroundingov
information; (4) Motion area detection, which idgo detect
the moving object and give the alarming in time.

The final processing result is a binary image iricltthe
background area and moving object area are showvhis
color, the other areas are shown in black colorthadop right
corner is the alarm symbol. The experimental raauBiection
VI (Fig.5) presents a set of images to help in ustdading the
processes achieved in the present method.

Frame Image

Temporal Differencing Detection

l

| Optical Flow Detection

Double Background Filtering
With Morphological Processing

'

I Motion Area Detection l

Result Display

Fig 1. Flowchart of motion detection method.

Ill.  TEMPORALDIFFERENCINGDETECTIONMETHOD

Temporal differencing is based on frame differendéch
attempts to detect moving regions by making usethef

coefficient with a fixed weight for the new observation is used
to compute the temporal difference imalggx, y,t as)shown

in following equations:

and
Ly t+]) = A=w)l, (X, 1) @
WX,y t+D) = 1(X, y,b)|
and
T, =3xmearfl ,(x, y,t +1)) ©)

wherew is a real number between 0 and 1 which descrimes t
temporal range for difference images,(x, y,t— 13

initialized to an empty image. In our method, we Beas the
three times of mean value of(x,y,t+ &ndw= 05for all

the results. Fig.2 below shows the results of tawaipo
differencing method under a simulation environnwveimth has
a static background of our laboratory.

From the results, we can see that the temporardifice is a
simple method for detecting moving objects in atista
environment and the adaptive thresh@jdcan restrain the

noise very well. But if the background is not statthe
temporal difference method will very sensitive tmya
movement and is difficult to differentiate the traad false
movement. So the temporal difference method cag bal
used to detect the possible object moving areahikitor the
optical flow calculation to detect real object mment.

IV. OPTICAL FLOW DETECTIONMETHOD

Optical flow is a concept which is close to the imotof
objects within a visual representation. The terrticap flow
denotes a vector field defined across the imageepl@ptical
flow calculation is a two-frame differential methém motion
estimation. Such methods try to calculate the matietween
two image frames which are taken at intervat every pixel
position. Estimating the optical flow is useful pattern
recognition, computer vision, and other image psei®y

(Advance online publication: 19 February 2008)



TAENG International Journal of Computer Science, 35:1, IJCS 35 1 16

applications [18]-[21]. In this chapter, a optiflw method
entitled Lucas-Kanade Method is introduced.

(c) (d)

(2) (h)

Fig 2. Results of temporal differencing method. Background image; (b)
Background image with moving object; (c) Resulteshporal difference for
(@), T, =1x meanl , (x, y,t +1)) (d) Result of temporal differencing method for

(b), T, =1xmearfl ,(x,y,t +1)); (e) Result of temporal differencing method for
(@), T, = 2xmearl, (x, y,t +1); () Result of temporal differencing method for
(b), T, =2xmeatl ,(x, y,t +1); (9) Result of temporal differencing method for
(@), T, =3xmeatl , (x, y,t +1)); (h) Result of temporal differencing method for
(b), Ty =3xmeafl ,(x y,t +1)) -

A. Lucas-Kanade Method

To extract a 2D motion field, Lucas-Kanade mettsdfien
employed to compute optical flow because of itsigmcy and
efficiency. Barron [22] compared the accuracy dfedéent
optical flow techniques on both real and synthetiage

sequences, it is found that the most reliable oas tihe
first-order, local differential method of Lucas afdnade. Liu
[23] studied the accuracy and the efficiency traffs-in
different optical flow algorithms. The study hashdocused
on the motion algorithm implementation in real wotasks.
Their results showed that Lucas Kanade methodeigypfast.
Galvin [24] evaluated eight optical flow algorithm¥he
Lucas-Kanade method consistently produces acculebéh
maps, and has a low computational cost, and goask no
tolerance.

The Lucas-Kanade method [25] is trying to calculdte
motion between two image frames which are takéimatt and
t + ot for every pixel position. As a pixel at locationy(,) with
intensityl (x,y,) will have moved byx, 6y andst between the
two frames, the following image constraint equataam be
given:

L%, y,t) = H(x+ o,y +dy,t+ &) 4

Assuming that the movement is small enough, thegéma
constraint at(x, y, t) with Taylor series can be derived to give:

[(X+X y+oy,t+a&)=1(xYy,t)

P PP
0x oy ot

(5)

where H.O.T. means those higher order terms, wdnietsmall
enough to be ignored. From (4) and (5), the follgvean be
obtained:

ol ol ol
—X+—+—4&=0 6
0X ay@ ot ©)
or
a_|§+a_lﬂ+a_|£:0 (7)
OX& odyd& ota&
which will result in,
a—IVX+6—IV +6_I=0 (8)
ox gy 7 ot

whereV, andV, are thex andy components of the velocity or
optical flow ofl(x, y,t) and dl /0x, 0l /dy anddl /ot arethe

derivatives of the image atxyt) in the corresponding
directions.

Equation (8) is called the optical flow constragguation
since it expresses a constraint on the compoigraadV,, of
the optical flow. The optical flow constraint egoat can be
rewritten as:

LV, +1,V, =1, 9

or
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(10)

We wish to calculat®, andV,, but unfortunately the above
constraint gives us only one equation for two unkmg so this
is not enough by itself. To find the optical floanother set of
equations is needed which should be given by satdiianal
constraints. The solution as given by Lucas andaldans a
non-iterative method which assumes a locally canigtaw.

The Lucas-Kanade algorithm assumed that motioroveat
any a given region do not change but merely shifinfone
position to another. Assuming that the flow,,(V,) is a
constant in a small window of siz& X m withm> 1, which is
centered atxX y) and numbering the pixels as d..a set of
equations can be derived:

LVt 1V, =-1,

IV, +l,V, =-I
.sz Y27 I°) (11)

LV, +1,V, =,

n

With (11), there are more than three equationgtHerthree
unknowns and thus the system is over-determinedcéie

_|tl

X Y1
| | V, |
s M = (12)
: : y :
L, 1y, -1y,
or
AV = -b (13)

To solve the over-determined system of equatidmes,léast
squares method is used:

ATAV = AT (-b) (14)

V=(ATATA(-b) (15)
or

{Vx :{Zli lelyll{_zlxltl (16)

Vy lelx le _Zly.lt.

with the sums running from=1 to n. And there is a limit
condition for the calculation of motion vector it6) as:

21 2y
2Nl Z'i}

ATA:{ (17)

Equation (17) must be an invertible matrix, whichams that
the optical flow can be found by calculating theiives of
the image in all three dimensionsdirection,y-direction and
t-direction. One of the characteristics of the Luasade
algorithm is that it does not yield a very high signof flow
vectors, i.e. the flow information fades out qujcldcross
motion boundaries and the inner parts of large lgamous
areas show little motion. The advantage for thehoebts its
accuracy and robustness of detection in presenceisé.

B. Simplified Calculation

The theoretical calculation procedure of the optitawv
method is explained in the above subsection, buttlie
requirement of practical application, some operatio
characteristics between matrices can be used tpli§inthe
complexity of calculation. For the calculation aifvertible
matrix in (16), the companion matrix method carubed:

MY_ 1 M[1][1]
M| detM | - MI[O][1]

- M[L][0]
MIO][0]

M™= 18)

where M" is the companion matrix ok and [M| is the
determinant oM.

C. Gradient Operator

From the operation expression of optical flow, ésémation
of the gradient fox-direction,y-direction and-direction, has a
great influence on the final results of opticalfloalculation.
The most common gradient operators used in opfioal
calculation are Horn, Robert, Sobel, Prewitt, Barmad so on.
In this paper, a better 3D Sobel operator is ushithvwas
proposed in [26]. This operator uses three diffetemplates
to do the convolution calculation for three franiesa row
along the directions of, y andt and to calculate the gradient
along three directions for central pixels of thepéate in the
middle frame. Fig.3 shows the operators.

Previous Frame Middle Frame Afterward Frame

1 0 1 2100 2 1 0 1

(.raqwenr_tm X > | e h 4| 0 4 2| o 2
Direction

1 0 1 210 2 1 0 1

1 2 1 2 4 2 1 2 1

Gradienton ¥ | | g olofo a oo
Dircction

1 2 1 2 4 2 1 2 1

1 2 0 0 0 1 2 1

(n‘au.]mll_un T 2 4 > 0 0 0 ) 4 3
Direction

1 2 1 0 0 0 1 2 1

Fig 3. 3D Sobel operator for optical flow calcidat
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D. Results of Optical Flow Detection

The optical flow information for every frame of anage is
calculated. As shown in Fig.4, the optical flow fodmes
I, I, in a period time t] t+n] are represented as

F.F,....,F (here i representi sampling period int+i
expression). The result of optical flow is shownaabinary
image and the adaptive threshold is selected tmgissh the
moving pixel from the still pixel. The pixels whosptical flow
values are greater than threshold will be consilasemoving
pixels and are shown in white.

F i F:u

-".'—." -".r—u

[r+a.‘-} -

Fig 4. Diagram of optical flow calculation.

The optical flow value and the adaptive thresholaniulas
that we used can be written as:

F.0, 1) :\/Vf(i, ) +V)G, ) (19)
and
. .. _|255 if F.@G,j))>T
FD. (1) = { 0 Otherwise (20)
and
T = mediar{F, (i, j) > 0) (21)

where F, (i, j ) is the optical flow valueF,D(i, j i} the result

of optical flow detection and the adaptive thredhibls select
as median value oF (i, Wwhose value is above 0. Fig.5

shows the results of optical flow which is calcathbased on
the result of temporal difference. The simulatiowieonment

this time is not a static background which the owiubar

curtain is moving caused by the winds.

From the results, we can see that the optical flath
adaptive threshold based on temporal differencerves the
information of moving object very well. However,dagise of
the background interference of the image, the odgéct
movement still can not be separated from the backgt. So
the method of double background filtering with musfogical
processing is introduced in the next section td deth this
problem.

V. DoOUBLE BACKGROUNDFILTERING WITH MORPHOLOGICAL
PROCESSING

By using the optical flow method, two types of cptiflow
information are obtained, which are the interfesenc
information of image background and the informatibimage
pixel with any possibility of real object moveme.the real
situation, because of the environment such as, lightation
and so on, the interference information of the gamknd still

can be detected. Sometimes, it is difficult for teal object
movement to be differentiated from the background
interference. In this section, the method of DBFthwi

morphological processing is used to get rid oftihekground
interference and separate the moving object froFiritly, the
DBF method and its corresponding results are dészlisThen
the morphological processing methods are introdacetthe
improved results are also demonstrated.

(€) (f)

Fig 5. Results of optical flow based on temporidflecence method. (a)
Background image; (b) Background image with mowbgect; (¢) Result of
temporal difference for (a); (d) Result of tempatiderence for (b); (€) Result
of optical flow for (c); (f) Result of optical flovior (d).

A. Double Background Filtering

In this paper, a novel approach is developed tatgpthe
background. This approach is based on a doublegbawaid
principle [27]-[28], long-term background and shtatm
background. For the long-term background, the beackd
interference information which has happened inng lime is
saved. For the short-term background, the moshtetenges
are saved. These two background images are modified
adequately update the background image and to tdaiet
correct abnormal conditions.

During practical tests, we found that although tipical
flow of background interference can be detectechauit
moving object, it is relatively stable for some cfie areas on
the image and the amount of this optical flow ddesmange
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very much. For the area where the moving objeceary the
amount of optical flow must change significantlythie specific
area. According to these characteristics, the ngpwhbject
should be easily detected if the information of laekground
and foreground can be separated. In this papergthooh
entitted Double Background Filtering (DBF) is preed,
which consists of four steps. Fig.6 shown belowl&xrg the
method in a tabular way.

Frame Index Processing Aim

]

To Stable the Optical Flow

First Five Frames . . .
¢ Information of Background

3 Optical Flow .
. Interference
Accumulation
4
5
6 .
. . . I'o Separate Background and
Two Unused Frames . - .
7 Foreground Information

Last Three Frames
9 Optical Flow
Accumulation

To Detect Moving Objects

Fig 6. The double background filtering method.

1) The optical flow information of the first five freas is
accumulated for saving the optical flow informatifrthe
background interference. Le&’ be the accumulation
matrix, which is defined with the same size aswigeo
images and set the initial value as zeros. To coengbis
matrix the formula below is applied:

ASGi, j)+1 if F G, ) =255

A5G, j) if Fe(i,)=0 k= 12345(22)

As(i,j)={

2) The optical flow information of the last three frasis

accumulated for moving object detection. L&t be the
accumulation matrix and computed as follow:

A, i) +1 if F (i, ) =255

RGD) TTRGD=0

Ag(i,j)={

(c) (d)

3) By comparing the results of steps (1) and (2) andrig7. Resuits of double background filtering nueth(a) Background image;

eliminating the overlap optical flow, the rest skibbe the
optical flow which represents as the real moveméhe

algorithm to detect whether a pix8(i, j) belongs to an
object with salient motion is described as follows:

0 if A%G,j)>0andA%(,j)>0

24
255 if A%(i,j)=0and A%G,j)>0 @4

B(i,j)={

(b) Background image with moving object; (c) Resdlbptical flow for (a);
(d) Result of optical flow for (b); (e) Result afdt five frames optical flow
accumulation for (c); (f) Result of first five fram optical flow accumulation
for (d); (g) Result of last three frames opticaWflaccumulation for (c); (h)
Result of last three frames optical flow accumelatfor (d); (i) Result of
double background filtering for (c); (j) Result@duble background filtering
for (d);
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4) Background Updating, This step is an updating fionabf
the new value of the accumulation matrix, ba&thand

A® are set to zero, with the new video frame inphe, t
four steps above are then repeated.

In this method, there are always two unused fradoemg
the process, the purpose of this is to separatbabkground
and moving object effectively. When the moving a@bje
appears in the last three frames, the informatibmaving
object will not be lost while the background is aefidg. Fig.7
shows the result of double background filtering et

From the results, we can see that for the backgradthout
moving object, the background interference can bhet
eliminated completely and for the background witbving
object, although the moving object area can bectide the
background interference is still exit. So how ta ge of the
background interference and preserve the informatd (©) (d)
moving object at the same time is most importaobjgm we
are facing. The morphological processing methaatisduced
in next section to solve this problem.

B. Morphological Image Processing

Morphological image processing is a collection
techniques for digital image processing based chenaatical
morphology which is a nonlinear approach that igettgped
based on set theory and geometry [29]. Morpholdgiage
processing techniques are widely used in the afémange
processing, machine vision and pattern recognttios to its
robustness in preserving the main shape while ssgpg
noise. When acting upon complex shapes, morphabgic
operations are able to decompose them into meanipgfts
and separate them from the background, as welesepve the
main shape characteristics. Furthermore, the mattiesh
calculation involved in mathematical morphology lutes
only addition, subtraction and maximum and minimum
operations without any multiplication and divisiorhere are
two fundamental morphological operations which ditation
and erosion and many of the morphological algoriheme
based on these two primitive operations.

Dilation of the setA by setB which is usually called as
structure element, denoted By1B , is obtained by first
reflectingB about its origin and then translating the resylt.b
All x such thatA and reflected translated by that have at
least one point in common form the dilated set.

(i) ()

ALB :{X | (B)X nA# D} (25) Fig 8. Results of double background filtering noeth(a) Background image;

(b) Background image with moving object; (c) Resdlbptical flow for (a);

= : (d) Result of optical flow for (b); (e) Result afdt five frames optical flow

WhereB_ denotes the reflectlgn _ o8 and (B)X denotes the accumulation after dilation for (c); (f) Result faft five frames optical flow
translation ofB by x. Thus, dilation ofA by B expands the  accumulation after dilation for (d); (g) Resultlagt three frames optical flow
boundary ofA. accumulation after opening and closing for (c);Rigsult of last three frames

; ; optical flow accumulation after opening and closiog (d); (i) Result of
Erosion ofA by B, denoted by\oB, is the set of alk such double background filtering with morphological pessing for (c); (j) Result

thatB translated by is completely contained iA. of double background filtering with morphologicabpessing for (d);
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AeB={x|(B), 0 A (26)

Thus, erosion of by B shrinks the boundary @

In this paper we also use two other important molqagical
operations which are defined in terms of erosioth @itation:
opening and closing.

A is said to be opened W® if the erosion ofA by B is
followed by a dilation of the result &

AoB=(AGB)0B (27)

Opening generally smoothes the contour of an oljeetks
narrow isthmuses, and eliminates thin protrusions.

Similarly, A is said to be closed Wif Ais first dilated byB
and the result is then erodedByThus,

A+ B=(AL B)oB (28)

Closing also tends to smooth sections of contouts &s
opposed to opening, it generally fuses narrow lwaaikl long
thin gulfs, eliminates small holes, and fills gapshe contour.

In our experiments, we use three morphological aipes,
dilation, opening and closing. The first one, diat is applied
in the image with the accumulation optical flow foe first five
frames, which is after the first step of DBF methddhe
dilation operator expands the area of backgroutetfarence
to make it eliminated efficiently in the third ste DBF
method. The other two operators, opening and dosine
applied in the image with the accumulation optftad for last
three frames, which is after second step of DBFhow:t The
opening operator is used first to eliminate thesaoivhich
consists of isolated points and closing operatorused
immediately after filling up the holes and gapse®tructure
element in both operations3& = {L11112.1.1Fig.8 shows
the results of DBF with morphological processing.

From the results, we can see that the DBF methald wi

morphological processing can preserve the movijgoblarea
very well and eliminate the background
completely. The result of this processing can by Welpful
for the further motion area detection.

VI. MOTION AREA DETECTION

After applying the step of DBF method with morplgital
processing, the optical flow information of the kgound
interference should be eliminated and only the captflow
information of real moving object is left. Duringhet
experimental test, we find that the appearance ofosing
object can make a big influence on the instantameate of
change between the foreground motion informatiod te
accumulative background optical flow informatiom this
paper, we use the result of DBF method with morpdichl
processing as the foreground motion informafdh Because
the result of DBF method with morphological prodegs
comes from the last three frames accumulative alpflow

interference

information so that the result of the first sevamanfes
accumulative optical flow information is used ase th
accumulative background optical flow informatidBOF,. So
we can define the instantaneous rate of changéadomoving
object appearand®C,as follows:

RC,=— M _x100%
ABOF,

7

(29)

Fig.9 and Fig.10 show the result dRC, during the
experiments for the background with and without mgv
object, respectively.

(a) (b)

IRC,

D e P AN, P
H ® % % % 6 % %

(c) Frame Index

(d)

Fig 9. Results of IRE for the background without moving object. (a)
Background image; (b) Result of optical flow; (@drlt of DBF method; (d)
Result of IRG.

09
(1]
o7
08|
05

IRC,

04
03
02
01

T 2 % 40 %0 6 10 8 % 10

Frame Index
(d)
Results of IRE for the background with moving object. (a)

Fig 10.
Background image; (b) Result of optical flow; (@<rlt of DBF method; (d)
Result of IRG.
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From the results, we can see that, for the backgraithout

moving object]RC, has a small value with little changing. But [1]

if there is moving object appearance, the valuéRal, will
increase sharply and last for several frames tiyetaking

advantage of this feature, we can use IfRiS, value to detect

the movement of moving object and give the alarrhovit

delay. In our experiment, the alarm threshdl$ set as 0.25

and the abnormity alarm will occur whenever lRE€, value is
aboveT. It can be described as follows:

1
A=
o

if IRC,>T

. (30)
Otherwise

whereA is the symbol for alarming, 0 and 1 represent tdret

the alarm is on.

VII.
The algorithm is implemented in Matlab program. Biee

CONCLUSION

of the input video image is 320240 pixels and the sample rate

is 25 frames per second. In this experiment, theulsition
environment is the background of a column strigianrwhich
is swing caused by nature winds.

(2]

(3]

(4]

[7]

(8]

In this paper a new approach is proposed for motion

detection using temporal differencing method, atitow
method, double background filtering method

morphological processing methods. The paper integrtne
advantages of these all methods and presents arfdsbbust
motion detection algorithm. The paper introducestémporal
differencing method first to detect the initial ce@ motion

object area. Then the optical flow method is agpbased on

the result of temporal differencing method to chdtai any
possible movement pixel for each video frame. Beeanf the
temporal differencing method, the calculation dedhéor the
optical flow is reduced greatly and the moving aieatill
detected accurately. Then, the paper presents prowed
motion detection algorithm based on a double bamkut
filtering technique with morphological processifithe DBF
method is used to obtain and keep a stable backdimage to
cope with the appearance of the moving object angséd to
eliminate the background interference and sepath&e
foreground moving object from it.
processing methods are used and combined with DRfain

the better results. Finally, the calculation of thetantaneous

rate of change for the moving object appearanuased for the
motion detection. The experiments indicated thattigorithm
can detect moving objects precisely, including sto@ving or
tiny objects, and give an alarm in time.
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