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Abstract—In the interaction between man and ma-
chine, an efficient, natural and intuitive commanding
system plays a key role. Vision based techniques are
usually used to provide such a system. This paper
presents a new solution using 2D /3D images for real
time hand detection, tracking and classification which
is used as an interface for sending the commands to an
industrial robot. 2D /3D images, including low resolu-
tion range data and high resolution color information,
are provided by a novel monocular hybrid vision sys-
tem, called MultiCam, at video frame rates. After
region extraction and applying some preprocessing
techniques, the range data are segmented using an un-
supervised clustering approach. The segmented range
image is then mapped to the corresponding 2D color
image. Due to the monocular setup of the vision sys-
tem, mapping 3D range data to the 2D color informa-
tion is trivial and does not need any complicated cal-
ibration and registration techniques. Consequently,
the segmentation of 2D color image becomes simple
and fast. Haar-like features are then extracted from
the segmented color image and used as the input fea-
tures for an AdaBoost classifier to find the region of
the hand in the image and track it in each frame. The
hand region found by AdaBoost is improved through
postprocessing techniques and finally the hand pos-
ture (palm and fist) is classified based on a very fast
heuristic method. The proposed approach has shown
promising results in real time application, even un-
der challenging variant lighting conditions which was
demonstrated at the Hannover fair in 2008.

Keywords: robot control, 2D/3D images, hand track-
ing, posture classification, segmentation

1 Introduction

Nowadays, robots are used in the different domains rang-
ing from search and rescue in the dangerous environments
to the interactive entertainments. The more the robots
are employed in our daily life, the more a natural commu-
nication with the robot is required. Current communica-
tion devices, like keyboard, mouse, joystick and electronic
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Figure 1: Hand based robot control using 2D/3D Multi-
cam, Hannover Fair 2008

pen are not intuitive and natural enough. On the other
hand, hand gesture, as a natural interface means, has
been attracting so much attention for interactive com-
munication with robots in the recent years [1, 2, 3, 4].
In this context, vision based hand detection and track-
ing techniques are used to provide an efficient real time
interface with the robot. However, the problem of visual
hand recognition and tracking is quite challenging. Many
early approaches used position markers or colored gloves
to make the problem of hand recognition easier, but due
to their inconvenience, they can not be considered as a
natural interface for the robot control. Thanks to the lat-
est advances in the computer vision field, the recent vision
based approaches do not need any extra hardware except
a camera. These techniques can be categorized as: model
based and appearance based methods [5]. While model
based techniques can recognize the hand motion and its
shape exactly, they are computationally expensive and
therefore they are infeasible for a real time control ap-
plication. The appearance based techniques on the other
hand are faster but they still deal with some issues such
as:

e complex nature of the hand with more than 20 DOF
e cluttered and variant background

e variation in lighting conditions

e real time computational demand

This paper on the one hand addresses the solution to the
mentioned issues in the hand recognition problem using
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2D/3D images and on the other hand proposes an inno-
vative natural commanding system for a Human Robot
Interaction (HRI).

The paper continues as follows: Section 2 describes the
system which has been used in general and the Multi-
Cam in particular. In Section 3 the algorithms for hand
detection, tracking and classification are explained. Sec-
tion 4 summarizes our experimental results while Section
5 concludes this work.

2 System Description

The system which is developed for hand based robot con-
trol consists of set-up of the robot, 2D/3D imaging sys-
tem and a control application.

2.1 Set-Up

Set-up mainly consists of three parts:

1. A six axis, harmonic driven robot from Kuka of type
KR 3 with attached magnetic grabber. The robot it-
self has been mounted onto an aluminium rack along
with the second system component.

2. A dedicated robot control unit, responsible for robot
operation and communication by running propri-
etary software from Kuka'¥ company.

3. The main PC responsible for data acquisition from
2D/3D imaging system (MultiCam) and running the
algorithms. Communication between the robot con-
trol unit and the application PC is done by exchang-
ing XML-wrapped messages via TCP/IP. The net-
work architecture follows a strict client server model,
with the control unit as the client connecting to the
main PC, running a server thread, during startup.

2.2 2D/3D Imaging System

A 2D/3D imaging system using Time-of-Flight (TOF)
technique is used. The principle of the range measure-
ment in a TOF camera is based on the measurement of
the time, the light needs to travel from the lighting source
to the object and back to the sensor. This is done by
emitting incoherent infrared modulated light and corre-
lating its reflection with the reference modulation signal.
The result of this correlation process is a phase shift for
each pixel which is proportional to the distance to the ob-
ject within a certain ambiguity range (at the frequency
of 20 MHz this is equal to 7.5 m). We have already dis-
cussed the details of the TOF camera in [6]. Although
the current TOF cameras can provide intensity images
in addition to the range data, they have a low lateral
resolution. To solve this problem, we have recently de-
veloped a monocular 2D /3D imaging system (MultiCam)
in our research center. This camera, which is shown in
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Figure 2: MultiCam developed in ZESS

Fig.1 consists of two imaging sensors (a conventional 10-
bit CMOS gray scale sensor with VGA resolution and a
PMD TOF sensor with 3K resolution [7]), beam splitter,
a near-infrared lighting system, FPGA based processing
unit and USB 2.0 communication interface. A monocular
set up was used, which allows a simple image registration
for MultiCam. The lighting source has a MOSFET based
driver circuit which drives the high speed infrared emit-
ting diodes at the frequency of 20 MHz. A single lens is
used to gather the light for both sensors. While the 3D
sensor needs to acquire the modulated near-infrared light
(in our case 870 nm) back from the scene, the 2D sensor
is used to capture the images in the visible spectrum (ap-
proximately 380 to 780nm). To do this, a dichroic beam
splitter behind the lens has been used which divides the
acquired light into two spectral ranges: the visible light
which is forwarded to the 2D sensor and the near-infrared
spectrum which is directed to the 3D sensor|[8] .

2.3 Control Application

In order to make the communication system more conve-
nient for the user, all the necessary commands to con-
trol the robot, such as moving the robot in 6 direc-
tions (z %, 27,9y, ¥y, 27,27) or (de)activating the grab-
ber (palm-to-fist or vice versa) are done by using a self
developed GUI based application illustrated in Fig.3. As
a first step, we track the user’s hand movement in a prede-
fined volume covered by the MutiCam, followed by map-
ping its real world position into a virtual space which
is represented by a cuboid of defined size and correlates
with the MultiCam’s view frustum. Hand movement is
visualized by placing a 3D hand-model in the according
location within the cuboid. Depending on the hand’s dis-
tance from the cuboid’s center, a velocity vector is gener-
ated and wrapped into XML, along with some other state
information and sent to the robot’s control unit which is
in charge of unwrapping and sending the appropriate in-
formation to the robot itself. By placing the virtual hand
in the cuboid’s center, the system can be put in a mode
susceptible for special commands. For that matter, a
rudimentary gesture classification algorithm has been im-
plemented which is able to distinguish between a fist and
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Figure 3: Graphical User Interface (GUI) for hand based
robot control, center: virtual space, top right: 2D color
image, bottom right: 3D segmented image, top left: mode
indicator, bottom left: detection result

a palm. We use defined fist to palm transition sequences
(e.g. a palm-fist-palm transition) in order to perform a
robot reset, put the system in predefined modes and to
(de)activate the magnetic grabber which in turn enables
the whole system to handle ferric objects.

3 Overview of Hand Recognition and
Tracking Algorithm

A general overview of the algorithm is shown in Fig.4.
The inputs of the algorithm are the range, modulation
and color images taken by the MultiCam. In the first
step, the Volume of Interest (VOI) is extracted from the
range image. VOI which has already been specified by
the user is the volume where the user assumes to stand
in and communicate with the robot from there. This
volume which is specified in x,y-and z directions in the
world coordinate system is projected to the 3D image.
The pixels out of the volume in the range and modula-
tion images are then filtered. This makes the detection of
moving object in the cluttered background much simpler
because the objects outside VOI do not appear in the im-
age. In the next step, the filtered range and modulation
data are used as the input features for a supervised clus-
tering technique to segment the objects in the volume of
interest. As 3D image has a low resolution, the segmen-
tation is done very fast. The segmented range image is
then mapped to the 2D color image. Due to the monoc-
ular setup of MultiCam, mapping from 3D range data to
the corresponding 2D color data is trivial, and it does
not need any extra calibration or registration techniques.
This consequently makes the segmentation of 2D color
image fast enough for our application. In the next step,
the mapped color image is plugged into the supervised
learning technique, AdaBoost to find the region of the
hand in the image. The centroid of the found region is
recorded as the position of the hand in that frame, and
the posture of the hand (palm and fist) is classified using
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Figure 4: General overview of the algorithm

a fast heuristic method.

3.1 Volume Extraction and Segmentation

Having the range information, VOI which is the work-
ing volume for the user can be specified as: V = zyz
where Tmin < T < Tmaz, Ymin < Y < Ymazx and
Zmin < Z < Zmaz- The objects out of this volume are
eliminated in the image. This simplifies the problem
without involving in the complicated techniques for back-
ground modeling or image segmentation. VOI can be eas-
ily set by the user in each environment and therefore the
application is quite independent of the background and
it is applicable for any scenes. As it can be seen in Fig.5,
after the extraction of the volume, the objects out of the
volume disappear in the image. However, we still need to
partition the pixels in VOI into meaningful objects using
segmentation technique.

In fact, segmentation is the first step of the image pro-
cessing in the computer vision applications such as ges-
ture recognition. It is the process of distinguishing the
object of interest from the background as well as the sur-
rounding non interesting objects. In other words, image
segmentation aims at a better recognition of objects by
grouping of the image pixels or finding the boundaries
between the objects in the image.

Gesture segmentation in this paper is treated as a clus-
tering problem. Clustering is an unsupervised learning
technique to identify the group of unlabeled data based
on some similarity measures. Each group of unlabeled
data so-called cluster corresponds to an image region
while each data point is a feature vector which repre-
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Figure 5: Volume extraction and segmentation. top left:
2D color image, top right: 3D range image, bottom left:
extracted 3D image, bottom right: segmented 2D image

sents a pixel of the image. K-means is one of the sim-
plest unsupervised learning algorithms that solve the well
known clustering problem by partitioning the data set
{z1, 2, ..., 2N} into some number K of clusters. For each
data point x,, a binary membership function is defined

as:
1
Tnk = 0

K-means aims at minimizing the objective function, given
by [9]:

if x, assigned to cluster k
otherwise

N K
=30 il — g2 (1)

n=1k=1

where ||z,, — ux]|? is the distance between the data point

x, and the cluster center py. In fact, the goal is to find
the values for the {r,;} and the {ux} so as to minimize
J. This is done through an iterative procedure in which
each iteration involves two successive steps correspond-
ing to successive optimization with respect to the 7,
and the pr [9]. The main advantages of this algorithm
are its simplicity and speed. The computational cost of
K-means is O(KN), which allows it to run on the large
data sets in the real time. However, k-means is a data
dependent algorithm. Although it can be proved that
the procedure will always terminate, the algorithm does
not achieve a global minimum. An example of segmen-
tation is shown in Fig.5. K-Means provides fast results
with high performance for our work. However, segmen-
tation can still be improved by combining K-Means with
Expectation Maximization which we discussed in [10].

3.2 Hand Detection and Tracking

After segmentation of the image, in the next step, the
hand is detected and tracked in each frame to find it’s
trajectory in order to control the robot. This is done by
extracting the Haar-Like features and using them as the
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Figure 6: Haar-Like features used in our work
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input features for an adaptive boosting classifier called
AdaBoost. Haar-like features which have been used suc-
cessfully in face tracking and classification problems [11]
encode some information about the object to be detected.
These information is calculated by subtracting the sum
of a black subregion of the feature from the sum of the
white region of the feature. Fig.6 shows the features we
have used in this work. The value of Haar-like feature is
calculated as:

f(z) = Z (pizel value) —

black

Z (pizel value)  (2)

white

To detect the hand, the image is tracked by a sub-
window containing a Haar-like feature. The presence of a
Haar-like feature is determined by comparing f(x) with a
threshold 6 which is found in the training phase. If f(x)
is above the threshold that feature is said to be present.

1 if f(z) >0
}Mm_{o if f(z) <6

Determination of the presence or absence of all Haar-
like features at every location of the image with different
scales is computationally too expensive. Viola and Jones
proposed an integral image technique which is extremely
fast and can be used for real time applications [11].

To select the specific Haar features and set the thresh-
old, the AdaBoost technique is used. AdaBoost combines
many ”"weak” classifiers to create one ”strong” classifier.

T
= aihy(z) 3)

After a classifier is trained, it can be applied to a region
of interest (of the same size as used during the training)
in an input image. The classifier outputs a ”1” if the
region is likely to show the object (i.e., hand), and ”0”
otherwise. To search for the object in the whole image
one can move the search window across the image and
check every location using the classifier. The classifier
is designed so that it can be easily "resized” in order to
be able to find the objects of interest at different sizes,
which is more efficient than resizing the image itself [12].
However, in our work, as we have the range information
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from 3D image, the size of the hand (desired object) can
be estimated and therefore we can set the initial size of
search window without starting from a very small kernel
size. This reduces the computational time for finding the
hand in the image.

3.3 Posture Classification

After the hand has been detected using the AdaBoost
classifier, in the next step the pose of the hand should
be classified. In fact, we consider a binary classifica-
tion problem to distinguish between palm and fist. Any
change from palm to fist and vice versa are interpreted as
a command for the robot. The technique we used is very
simple, which originated from [3]. Having the distance of
the hand to the camera from 3D range image, a circle is
drawn at center of mass (derived from pixels with skin
color in the found region) with a radius corresponding to
the distance of the hand to the camera. In other word,
the closer the hand to the camera, the bigger the circle.
Then, the circle is tracked and the intersection of the cir-
cle with the hand is extracted as a binary function. The
number of 1-to-0 transitions in binary function is counted
and used as a feature to classify the hand. The mentioned
technique which is described in details in Algorithm 1 can
be seen in Fig.7.

Algorithm 1 heuristic method for posture classification

Assumption: The hand region D(z,y) has been found
using AdaBoost.

1. Extract the all n pixels with the skin color in D and
save it as F(z,y) data set.

2. Find the center of mass O of the hand in F :

Zi Yi
To = Yo = =, —

3. Ext:act the distance vrélue d of the center point O
from 3D range image.

4. Draw a circle at the center point of O with the radius
r corresponds to d.

C=(x—12)"+(y—yo)* =12

5. Track the circle and construct a binary intersection
function of the circle with the hand as follows:

ﬂm{é

6. Count the number of 1-to-0 transitions and save it as
a feature

ifeeC
ifx ¢ C

4 Experimental Results

For the Hannover fair, a simple task had been defined
to be performed by the visitors and to put the system’s
performance under the test as follows:

Commanding the robot to move in 6 directions using
moving the hand with any kind of posture in the cor-
responding directions, picking up a metal object with the

0,

0 Pixel n n

Figure 7: Hand classification using heuristic method.
First row: posture class (palm, fist), Second row: binary
intersection function of the palm and fist

Figure 8: Example of correctly detected images (True
Positive)

magnet grabber using palm to fist gesture, moving the
object using the motion of the hand and finally dropping
it in the defined areas with palm to fist gesture.

It turned out that the system handling has been quite
intuitive, since different people have been able to operate
the robot instantly. In terms of reliability the whole sys-
tem worked flawlessly during the complete time exposed
at the fair.

For training of the classifier we took 1037 positive hand
images from 7 people, and 1269 negative images from
non-hand objects in our lab environment. Using OpenCv
we trained our classifier with 20 stages and window size
of 32x32. Although the classifier was trained under the
lab conditions, it worked quite well under the extreme
lighting conditions at the fair.

In order to analyze the performance of the system, we
recorded the results of hand detection from our GUI in
the video format while different users were commanding
the robot. Likewise, we moved the camera and took the
videos from the environments where there is no-hand ob-
jects. These videos are labeled as ”Positive” and ”Nega-
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Table 1: Confusion table for hand detection system

’ \ Hand \ Non-Hand ‘
Hand 2633 87
Non-Hand 224 2630

Sum 2857 2717

Figure 9: Example of wrongly detected images. First

row: missed hand, Second row: misclassified

tive” data. Positive stands for hand and negative stands
for non-hand objects. The data were acquired using a
PC with dual core 2.4 GHz CPU. The exposure time
for 3D sensor was set at 2ms while for 2D sensor it was
about 10ms. Under these conditions, we had about 15
detected images (including all algorithms computational
time) per second. The confusion matrix derived from
these videos with 2857 hand images and 2717 non-hand
images is shown in Table 1. As it can be seen from this
table, the system has a Hit Rate of 0.921, False Positive
Rate of 0.032 and the recognition accuracy of 94.4%.

5 Conclusion

This paper describes a new solution for hand based robot
control using 2D /3D images. The multimodal 2D /3D im-
ages are taken by a novel monocular camera, MultiCam.
These images are used as the input for a hand detection,
classification and tracking system which is used as an in-
terface for sending the commands to an industrial robot.
The proposed solution has been implemented and tested
under the real time conditions at the Hannover fair with
the recognition accuracy of 94.4% at the video frame rate.
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