
 
 

 

  
Abstract—This paper proposes a robust system to 
recognize vehicle license plate by multi-frames learning. To 
fast locate the position of a license plate, we adopt a 
morphology-based method to extract important contrast 
features as filters to find all possible license plate 
candidates after calculating motion energy from video 
frames. The contrast feature is robust to lighting changes 
and invariant to different transformations like image 
scaling, translation, and skewing. Due to noise, many 
impossible license regions may be extracted. Hence, a 
Support Vector Machine (SVM) algorithm is adopted for 
verifying license plate regions.  After locating license plate, 
the scheme of shape contexts is used to recognize the 
characters in license plate. To improve the correct rate of 
recognition, the verifying technique of multi-frames is 
further involved in our approach. Experimental results 
show that the proposed method is robust for the 
recognition of license plate. 
 
Index Terms—license plate recognition, morphology-based 
method, Support Vector Machine, shape contexts. 
 

I. INTRODUCTION 
With the rapid development of Intelligent Transportation 
Systems (ITS), license plate recognition (LPR) system has 
being broadly studied up to now.  The applications of license 
plate recognition are widely used such as traffic volume, the 
monitoring of unsupervised park, traffic law enforcement, auto 
toll collation on highways, and so on. 

In the LPR system, many researches divided the topic into 
two parts, license plate locating and license plate recognition.  
In the license locating, some researches extracted the license 
plate based on its color [1], shape and gray level; the others 
looked for the region whose features are similar to characters in 
image directly. Duan et al. [2] proposed a method which 
combines Hough transform and contour to detect license plate 
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in static picture. They located the candidates by finding the 
contour in the edge space, and Hough transform is applied to 
filter the fake. However, it is possible that the edge of license 
plate may belong to an imperfect contour under the varied 
environments. In [3], Fujiyoshi et al. found the center of license 
plate in video by means of neural network; the input pattern 
position was random. After many iterations of learning (about 
10000 times), the position of center was decided. The accuracy 
was well but the time consuming was huge. 

In the character recognition, some well-known schemes 
were used such as artificial neural networks [4], fuzzy C-means 
and support vector machine. In [4], a contour tracking 
algorithm was proposed to detect the region of license plate in 
static picture, where an enhanced neural networks was 
designed to recognize the character. The algorithm built a 
hidden layer between input layer and output layer, in which 
similarity was defined by the ratio of the stored pattern and 
input pattern. Chang et al. [1] employed the HSI and color edge 
to find the license plate. The color space possesses a better 
linear independent than RGB. They built H, S, I and E (edge) 
maps and aggregated them by fuzzy operations. They finally 
combined optical character recognition (OCR) with neural 
network method to recognize characters. These methods cost 
much time to recognize character usually. 

As mentioned previously, many researches of license plate 
recognition in video sequence often use single image, which is 
captured by video camera, to achieve the result. Nevertheless, 
the video sequence having a series of variation and containing 
lots of information is worthy of considering since the rich of 
information in video can provide more detailed and powerful 
data being analyzed. In this study, a license plate recognition 
system using video sequence is proposed and simply previewed 
as follows. The morphological operation in [5] is first applied 
to locate candidate positions of a license plate. They are then 
verified by a support vector machine (SVM) method. In order 
to improve the character recognition, the method of shape 
contexts which can resist deformation is adopted since the 
quality of video sequence is usually not clear as the static image. 
Through a recognition process, the system will output a 
recognition result of vehicle license plate by learning technique 
of multi-frames. Fig. 1 shows the flowchart of the whole system. 
The system first uses motion energy calculation to estimate the 
appearance of a vehicle. Then a feature extraction method is 
used to locate license plate region.  All possible license plates 
are verified by an SVM.  After locating the license plate, the 
scheme of shape contexts is used to recognize the character in 
license plate. We finally refine each character by using a 
verifying technique of multi-frames. 
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Fig. 1  Flowchart of the proposed LPR system. 
 

II. PROPOSED APPROACH 
This paper proposes an automatic system to recognize vehicle 
license plate by multi-frames learning.  This approach includes 
mainly two parts: license plate detection and license plate 
recognition. The details of the approach are described in the 
following subsections. 
 

A. License Plate Detection 
Video sequence contains background and foreground 

information. In general, background information is more static 
than foreground and the human visual system is usually 
sensitive to the motion of object. In order to simulate the status, 
we extract the motion of object by frame subtraction. Then, we 
may be aimed at processing the part of motion. We use frame 
subtraction in HSI space and the energy of differenced frame is 
defined [6] as  
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where n and m denote the row and column of differenced frame. 
N and M are the half-height and half-width of differenced 
frame. 

The appearance of vehicle can be estimated by the energy 
e  as shown in Fig. 2. The peak of energy which occurs about 
the 400th-frame indicating the appearance of vehicle. 

 

 
Fig. 2  Illustration of motion energy. 

 
After detecting the car motion, we apply the 

morphological operations to extract the position of license plate. 
Because license plates often have high contrast characteristics 
especially in vertical direction, we adopt a morphology-based 
approach to detect license plate regions. The whole steps of the 
morphology-based extraction method are shown in Fig. 3. 

In order to eliminate noise, a smoothing operation with a 
structure element 7,7S  is first applied.  Then, the closing and 
opening operations with a structure element 1,7S  are performed 
into the smoothed image so that the output images cI  and oI  
can be obtained, respectively. For detecting license plate edges, 
a differencing operation is further applied into cI  and oI . To 
make these edges more compactly and closely, a closing 
operation is used so that all characters embedded in a license 
plate will be connected as a single segment.  After that, a 
thresholding operation is used for converting the analyzed 
image into a binary map.  Then, a labeling process is executed 
to extract the license plate analogue segments, and thus a set of 
potential license plates can be obtained for further verification. 

 

Input 
Image

Average
(7,7)

Closing
(1,7)

Opening
(1,7)

Differencing Closing
(5,5)

LabelingFeature
Extraction Thresholding

 
Fig. 3  Flowchart of the proposed method to extract contrast 

feature for license plate detection. 
 

In order to extract the possible position of a vehicle license 
plate, the connected component and labeling operator are 
applied. Furthermore, based on geometrical characteristics, the 
potential candidates’ positions can be finally detected as shown 
in Fig. 4. 

  
(a)                                (b) 

 
(c) 

Fig. 4  The process of morphological operation. (a) the 
differenced frame picture, (b) result after applying 
morphological operators, and (c) marking the region of 
license plate. 

 
For raising the possibility of the license plate’s region, we 

apply the classifier to distinguish the license plate from 
candidates. The classifier of SVM [7] has been displayed a 
great performance without needing to add a priori knowledge. 
Hence, we adopt the classifier of SVM to distinguish the 
license plate from candidates.  The support vectors in our 
system are license plate patterns and non-license-plate patterns. 
The license plate patterns belong to class 1 and the 
non-license-plate patterns belong to class 2.  Given a set of 
labeled training examples, let a feature space G including l  
patterns be represented by 
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Procedure of support vector machine: 
1. Collect the initial patterns that include license plate

patterns and non-license-plate patterns. 
2. Regard all of patterns as a set { } 1

= z
i i=

L p , where z is 
the number of patterns. 

3. Calculate the value of hue in each ip , and obtain a 
support vector { }0 1, ,..,i m nh h h ×=p , where m and n are 
the height and the width of pattern, respectively. 

4. Transport all of i ∈p L  into the above Eq. (3). Then 
find the hyper-plane between these two kinds of
patterns. 

5. Classify the selected patterns which contain the 
random patterns and training patterns. 

6. Verify the results if most of them are correct? If the
accuracy is low, iterate step 2-4 until the accuracy
rate is steady and the training set of SVM is thus 
determined. 

7. According to Eq. (3), check which side of the
hyper-plane the unknown pattern belonging to.  If the 
computing value is greater than 1, the pattern belongs
to license plate. Otherwise, the pattern should be a
member of non-license-plate. 

 ( ){ } 1
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l
i i

y
=
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where n∈ix R  stands for an input vector and { }1, 1iy ∈ + −  is 
the desired output. The key of support vector machine is the 
training set selection. The collection of training set will 
influence not only the function of hyper-plane, but also the 
accuracy of distinguishing. Generally, SVM has the following 
form to represent the optimal spearing hyper-plane: 

 ( ) ( )1
support vectors

, .i if x sign y k x x bα α
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However, a training set of support vector machine needs a large 
number of patterns. Since, the number of training patterns is m , 
the memory of training an SVM needs 2m  size. Thus, the 
number of training patterns is generally over 5000. This leads 
to many researches to exploit how to reduce the time and the 
memory size of SVM [8].  

In our method, the morphological operation is applied to 
reduce the number of test patterns. The procedure to build a 
reliable SVM training set is shown as follows, where some 
training patterns are displayed in Fig. 5. 

 

B. License Plate Recognition 
Before performing recognition, license plate region is 

binarized first into a binary map using a threshold RT . RT  is 
found using the “minimum within-group variance” dynamic 
thresholding method [9].  Given a license plate candidate R, the 
verification scheme takes its longest axis as the x-axis and then 
finds its several character geometrical properties using an 

x-projection technique. In practice, for characters embedded in 
a license plate, they should satisfy the following requirements: 
 

A1:  their widths should be similar; 
    A2:  their heights should be similar; 
    A3:  the densities of all character are among the determined 

range; and 
    A4:  the ratios of all character must be greater than one.  
 
A region satisfying the above properties is presumed that it is a 
character of license plate. In our study, the letters and numbers 
appearing in a license plate are ordered as shown Fig. 6. 
 

  
Fig. 5  Example of training patterns. 

 

 
(a) 

 
(b) 

Fig. 6  (a) The letters and (b) numbers in a license plate. 
 

In this paper, we use the shape contexts for recognizing 
the license plate character. In previous method [10], the size of 
test images is about 200 300× . In real case, however the size of 
character (e.g. 7 18× ) may be too small to sample. The edge 
points of character are few and they are not representative 
enough.  For this reason, we use all points whose value is 1 in a 
character image to replace the edge points. Some characters 
possess a smaller width, it will influence the precise of 
recognition by shape contexts. To avoid this problem, the size 
of character is normalized to its height which is more stable 
usually. 

     
(a)                 (b)                (c) 

   
(d)    (e) 

Fig. 7  Recognition using shape contexts. (a) original image, 
(b) shape of original image, (c) shape of test image, (d) the 
feature of original image, and (e) the feature of test image. 

 
An object is represented by a set { }1 2= , ,......, lo o oΩ of 

shape points which are sampled from internal and external 
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contours of the object. We assume that the shapes of original 
image (b) and test image (c) are given in Fig. 7, where (d) and (e) 
are the statistical graphs of (b) and (c) respectively in the 
log-polar coordinates. Each pixel in Fig. 7(d) and (e) indicates 
the bin of log-polar coordinates. The darker of the pixel 
indicates the more pixels inside this bin. 

For each point io  on the original shape, the corresponding 
point it  on the test shape is our target. Then, there are 1l −  
vectors from a point on the shape to all the others, and the shape 
is represented by these vectors. The vectors contain much more 
information than the edge points, and the description of shape is 
more detailed. For building a histogram to match, the center 
point is chosen by one of the shape point and the remaining 

1l −  points are computed in log-polar space. 
The log-polar mapping is a transformation from the points 

on Cartesian coordinate to the log-polar plane. The functions of 
transformation are shown as  

 
 ( )2 2logr x y= + , and (4) 

 ( )1tan y xθ −= .  (5)  
Fig. 8 shows the example for log-polar space. 

 
Fig. 8 The diagram of log-polar. 

 
The log-polar space is more sensitive to positions of points 

on the shape than the perpendicular coordinate. The 
information of the log-polar space contains not only the 
position but also the direction to other points. 

To estimate the similarly between two shape contexts 
which come from the same histogram distribution, the 
statistical method such as 2 testχ −  can be used. Let 

( )1, 2,...,ah S  and ( )1, 2,...,bh S  denote the histogram of two 
shape contexts and there are S  bins of the histogram. Eq. (6) 
functions the similarity between the two shapes, which is 
ranged between 0 and 1, 
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According to Eq.(6), the template which contains the minimal 

2χ  has the most similar to the test image. 
After performing the above methods, the character can be 

identified and recognized. However, the hypothesis we 
extracted may contain incomplete characters as shown in Fig. 9. 
To improve the correct rate of recognition, the verifying 
technique of multi-frames is further adopted. 

The procedure of verifying process is described as follows. 
First, we build a matrix to store the similarity of character. As 

the result of character recognition in each frame is obtained, we 
compare the similarity in this frame with the matrix and remain 
the smaller one. Here we establish a threshold of similarity for 
checking. All of the characters’ similarity should be less than 
the threshold. 

 
Fig. 9  The incomplete segmentation. 

 

  
(a)  (b) 

  
(c)                          (d) 

Fig. 10  The process of verifying technique. 
 

As the illustration in Fig. 10(b), the last character is not 
extracted, and the third character is recognized incorrectly. In 
our method, we keep recognizing the following frames and 
rectifying the result of characters as Fig. 10(c) and (d) display. 
The recognition process is handled until the vehicle disappears 
in scene. The result obtained after verifying technique is much 
reliable because it is solved with unceasing checking. 
 

III. EXPERIMENTAL RESULTS 
The proposed system is implemented on MS-Window based 
PC with Pentium VI 2.8G CPU inside and the programming 
environment is under Borland C++ Builder 6.0.  The video is 
shot by the digital video camera, and transmitted to the personal 
computer through a captured card. 

In order to analyze the performance of our proposed 
approach, four experiments are demonstrated as follows. 
 
Experiment 1: Fundamental Function 
 

 
Fig. 11  The motion energy for illustration. 

 
The first one shows the fundamental function in our vehicle 
license plate recognition system, where the input of video 
sequence contains one vehicle. According to the motion energy 
as shown in Fig. 11, the system detects the appearance of 
vehicle about the 150th frame. In this experiment, the video 
sequence is shown in Fig. 12 and the license plate number is 
displayed at the left-bottom of the screen. 
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(a)                               (b) 

  
(c)                              (d) 

  
(e)     (f) 

   
(g)                              (h) 

   
(i)                               (j) 

  
(k)                              (l) 

   
(m)                              (n) 

Fig. 12  A video sequence in Experiment 1. 
 
Experiment 2: Verifying Function 
In this experiment, we illustrate the result of verifying license 
plate character. 

The process of verifying function is exhibited in Fig. 13, 
where (a) the initial column is empty; (b)-(d) the numbers of 
license plate are recognized. During the period of car passing 

we persist for tracking the recognition result by shape contexts 
to rectify the number of license plate. Fig. 13(e) shows the final 
result of the license plate. We record the verifying times for 
every sequence to get the final result of license plate’s number 
in Table 1.  Observing Table 1, there are 28 of 41 video 
sequences that pass more than once verifying and achieve at the 
final result. In other words, more than half experiments need 
verifying function to get the final result; this confirms that there 
is the necessary of verifying function to improve the precise of 
system. 

   
(a)                                    (b) 

  
(c)                                   (d) 

  
(e)                                   (f) 

Fig. 13  A video sequence in Experiment 2. 
 

Table 1  Verifying times for each sequence. 
Verifying times used for 
obtaining the final result 

Number of video 
sequences 

1 13 
2 8 
3 9 
4 6 
5 4 
6 1 

Average 2.34 
 
Experiment 3: Noise 
Sometimes, the video sequences contain some noises. There are 
many reasons which may cause this situation. For example, the 
shooting environments, the tapes of digital video camera, the 
man-made mistakes and the mechanism of digital video camera 
are probably made it. 

In this experiment, the noise appearing in the video 
sequences is made by the tape of digital video camera. The 
video sequences corrupt some random blemishes which are 
illustrated in Fig. 14. In this case, our proposed method 
demonstrates a good recognition. 
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Fig. 14  Illustration of a video sequence with noise. 

 
In another case, we illustrate a diagram of motion energy 

as shown in Fig. 15 and recognize the license plates in video 
sequence with noise as displayed in  

Fig. 16. Compared to the previous motion energy shown 
in Fig. 2, we notice that the curve of motion energy in Fig. 15 is 
more rigged. Because the frequency of noise is higher than 
signal, the energy of noise is also greater than to the signal. 

 

 
Fig. 15  The diagram of motion energy with noise effects. 

 

  
(a)                                    (b) 

  
(c)                                  (d) 

  
(e)                                  (f) 

  
(g)                                 (h) 

  
(i)                                  (j) 

  
(k)        (l) 

  
(m)                                   (n) 

  
(o)                                   (p) 

  
(q)                                   (r) 

  
(s)                                  (t) 

  
(u)                                 (v) 

 
Fig. 16  A video sequence with noise effects. 
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Experiment 4: The Recognition Rate of Our System 
We perform a series of video sequences in real environments to 
demonstrate the robustness of our system. To evaluate the 
performances of our scheme in vehicle license recognition 
system, the average accuracy of recognition is used in this 
paper. Recognition rate is the ratio of correctly recognized 
vehicle license plate CorrectNum  to the total vehicle license 
plates number TotalNum  in database; that is, 
 

Recognition rate = .Correct TotalNum Num                (7) 
 

The video sequences are selected overall from human eye. All 
of the results are obtained by multi-frames. The input of video 
sequences contains 41 license plates, and the recognition of 
license plate character is recorded. 

In 41 video sequences, there are 38 license plates in which 
all characters are recognized correctly, the precision rate is 
92.68%. The result is shown in Table 2. There are 246 
characters which are figured out, and only four characters are 
recognized incorrectly. The accuracy of our system to 
recognize characters is 98.3%. The statistic analysis is shown in 
Fig. 17. 
 

Table 2  The accuracy of license plate recognized. 
The number of video sequences 41 

Characters are recognized correctly 38 
Accuracy 92.68 % 

 

Fig. 17  The statistic results of character recognized. 
 

Based on our experiments, the main contributions of this 
approach can be summarized as follows. 

1. Some traditional methods proposed a vertical 
edge-matching algorithm for grouping all possible 
positions of license plates through edge matching.  
They assumed the vertical boundaries between a 
license plate and its backgrounds are contrasted 
significantly. However, as long as the colors of the 
license plates are similar to their backgrounds, such 
an assumption will no longer exist.  Hence a 
morphology-based method was designed in our 
approach for extracting high contrast areas as license 
plate candidates.  This feasible feature is invariant to 
different changes like lighting, rotation, translation, 
and complicated backgrounds. 

2. The template-based method was often adopted for 
character recognition.  However, the quality of video 
sequence is not usually clear like that of a static 

picture.  To improve the recognition of character, the 
method of shape contexts was therefore involved in 
our approach to resist the deformation. 

3. Many researches of license plate recognition in 
video sequence still use the single picture captured 
from a video camera to achieve the result. For the 
sequence contains a lot of information, we proposed 
the verifying technique of multi-frames to enhance 
the correct rate of recognition. 

As a result, the proposed method has good abilities to recognize 
license plates even under cluttered background. 
 

IV. CONCLUSIONS 
In this paper, we have presented an approach to recognize the 
license plate according to multi-frames learning. There are two 
schemes used usually to detect license plate in video. The first 
is for the single image trigged when a car passes, and the second 
is to find the license plate from video sequence captured at the 
stop toll collection. In our approach, the input sequences are 
shot without car stopping. 

Besides, our system applies the SVM on the strength of 
high accuracy to locate the position of license plate, and uses 
the shape contexts which can resist the skew and deformed 
situations to recognize characters of a license plate. Our 
experiments show that it is very robust and high accuracy to 
recognize the characters. However, the disadvantages of SVM 
are of huge data and poor speed, we overcome it by using 
morphological operations. 

In the near future, we will consider another classifier 
promising speed and accuracy to make our system more useful.  
Moreover, the current system can only recognize license plates, 
by combining the database and hardware it is possible to build a 
complete toll collection system for example, for real 
application. 
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