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Multilingual Translation Support for Web Pages
Using Structural and Semantic Analysis

Fuminori KIMURA, Hiroshi URAE, Taro TEZUKA, and Akira MAEDA

Abstract—Translating web pages by machine translation is
the easiest and fastest way a webmaster can multilingualize
his/her web pages. Machine translation, however, often causes
unnatural and mistranslated sentences with meanings that
webmasters do not intend. Therefore, we propose a method that
helps the webmaster to create multilingual web pages while
avoiding mistranslations by adding metadata about analyzed
sentence structures and word meanings. We have developed a
prototype system that implements our proposed method. We
evaluate our system and prove that it is able to translate
sentences that machine translation mistranslates.

Index Terms—sentence structure analysis, word meaning
analysis, machine translation.

I. INTRODUCTION

The World Wide Web has enabled us to access information
from across the whole world. However, differences in the
languages in which webmasters write the contents of web
pages are an obstacle to us accessing all the information on
the Internet. To overcome this problem, web pages have been
multilingualized in various ways. One of the most precise and
natural ways to translate web pages is using a professional
translation service. However, this is usually costly, so most
webmasters of small businesses or personal web sites cannot
use these services. In such cases, they translate web pages in
one of the two ways. One is self-translation and the other is
automatic translation. Self-translation refers to webmasters
translating web pages manually and publishing them by
themselves. The translated web pages may have relatively
natural sounding sentences, depending on the webmaster’s
proficiency in the target language. This imposes, however,
a burden on webmasters. Automatic translation refers to
visitors using web translation services, such as Google Trans-
late!, and Bing Translator”. This does not impose any burden
on webmasters. However, it often produces unnatural and
mistranslated sentences with meanings webmasters do not
intend.

To solve this problem, we propose a new method for
supporting translation of web pages that produces natural
sentences by analyzing sentence structures and what each
word means[1]. This system lightens the burden on webmas-
ters by doing this almost automatically. Webmasters are able
to correct the system results if these results contain incorrect
sentence structures or word meanings. Then the translated
sentences become more precise and natural.

F. KIMURA and A. MAEDA are with the Colleage of In-
formation Science and Engineering, Ritsumeikan University, 1-1-1
Noji-Higashi, Kusatsu, Shiga, Japan, e-mail: (fkimura@is.ritsumei.ac.jp,
amaeda@media.ritsumei.ac.jp).

H. URAE is is an independent researcher.

T. TEZUKA is with the Graduate School of Library, Information and
Media Studies, University of Tsukuba, 1-2 Kasuga, Tsukuba City, Ibaraki,
305-8550, Japan, email: (tezuka@slis.tsukuba.ac.jp).

'Google Translate http://translate.google.com/
2Microsoft Translator http://www.microsofttranslator.com/

The rest of this paper is organized as follows. First, we
describe related works in Section II. After that, we describe
two steps of our method (“creating phase”, and “viewing
phase”) in Section III and system implementation in Section
IV. Finally, we evaluate our system in Section V, and
conclude the paper in Section VI.

II. RELATED WORK

A. Describing Grammar of Several Natural Languages in
the Same Way

Recently, it has become clear that only using statistical
methods for analyzing natural language is not enough. Thus,
there is a trend to combine statistical methods with linguistic
theories to analyze natural language more deeply. There
are various points of view about what the deep analysis of
natural language means. Butt et al. [2] defined it as “not only
analysis of relations of modification between the structural
elements but also analysis of predicate argument structure.”
They developed a system that enables grammar of several
natural languages to be described in the same way and the
natural sentences to be restored from this grammar by deeply
analyzing natural language. They use Lexical Functional
Grammar (LFG)[3][4] to describe the grammar of several
natural languages in the same way. LFG produces two types
of structure. One is c-structure and the other is f-structure.
C-structure describes sentence structures as trees. F-structure
describes sentence structures as a matrix. The languages
using c-structure differ greatly. In contrast, the languages
using f-structure differ little.

In this paper, we resolve sentences into their elements
like f-structure to describe the grammar of several natural
languages in the same way.

B. Translation Repair Using Back Translation

“Translation repair” is the method to repair incorrect trans-
lations by changing words of original text that may cause
incorrect translations. It is, however, difficult to find words
of original text that may cause incorrect translations. To solve
this problem, Miyabe et al. [5] proposed a method that use
back translation. In this method, they estimate the words
that make incorrect translations by finding words that differs
between original text and the result of back translation. Thus,
translators can easily find these words to repair the original
text. Repaired text shows that the method is effective to
decrease incorrect translations. It imposes, however, a burden
on translators that they have to consider new words to replace
the words that makes incorrect translations.

In contrast, we propose a method that repairs incorrect
translations directly by using the results of analyzing original
text. The translator does not have to change the original text,
and only has to select what each word means.
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Fig. 1. Outline of the proposed system.

III. PROPOSED METHOD

Our proposed method has two phases:“creating phase” and
“viewing phase”. The outline of the system is shown in Fig
1.

“Creating phase” is processed when webmaster creates
web pages. “Creating phase” has two steps: “analysis of
sentence structures” and “analysis of word meanings”. The
first step is “analysis of sentence structures”. In this step,
the system performs syntax analysis of the sentences in
the web page. The result of syntax analysis is shown to
the webmaster. The webmaster is able to correct the result
manually, if there are mistakes in the result. The second
step is “analysis of word meanings”. In this step, the system
analyzes meanings of each word in the sentence. This result
is also shown to the webmaster, and the webmaster is able
to correct the result manually. The results of these two steps
are preserved as the structural and semantic indices.

“Viewing phase” is processed when users browse the web
page. In “viewing phase”, the system translates sentences
in the web page using the structural and semantic indexing
preserved in “creating phase”. The sentences represented by
the structural and semantic indexing are translated into the
user’s native language through three processes: “restoration
of fundamental structures”, “correction of mistranslations”
and “restoration of modifiers”.

A. Creating Phase

Creating phase preserves sentence structure and word
meanings that are represented by the language-independent
format. In order to achieve such aim, the system performs
two steps: “analysis of sentence structures” and “analysis of
word meanings”. This phase aims to reduce mistranslation
owing to complexity of sentences, by dividing input sen-
tences into principal elements and modifiers. Fig 2 shows
the processing flow of creating phase.

1) Analysis of Sentence Structure: This step consists of
two processes. In the first process, the system analyzes
sentence structure of the sentences entered by the webmaster,
and shows the analysis result to the webmaster. In the second
process, the webmaster corrects the result manually, if there
are mistakes in the result.

In the first process, the system analyzes sentence structure
of the sentences entered by webmaster in order to decompose
the input sentences into principal elements and modifiers. In
this process, we define that principal elements of sentence
are subjects (S), predicates (P), complements or objects (C),
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Fig. 2. Processing flow of creating phase.

The river overflowed its banks after a typhoon.

!

S: The + river Fundamental
V: overflow Sentence
C1: its + bank
Modifiers
M: after a typhoon (> V) | (> v): modify target

Fig. 3. Example of resolving the rentence “The river overflowed its banks
after a typhoon” into a fundamental sentence structure and modifiers.

and modifiers (M). In this definition, both complements and
objects are represented by “C” , because these need not
to be distinguished in translating. Modifiers (M) also have
information of what element it modifies. We name a sentence
that consists only of principal elements as a “fundamental
sentence”.

Each modifier has metadata by which a principlal element
is modified. We use the Apple Pie Parser (APP), which is
a tool for analyzing English sentence structures automati-
cally, and our system determines whether each word is a
principal element or a modifier. If this determination fails,
the webmaster can correct a misanalyzed word manually.
For example, suppose we resolve the sentence “The river
overflowed its banks after a typhoon” into a fundamental
sentence and modifiers. The results are shown in Fig 3.

a) Analysis of Sentence Structure by the System:
Analysis of sentence structure is performed by the system
automatically. In this paper, we use Apple Pie Parser (APP)3
which is an English morphological analyzer, since our system
assumes English as the input language.

For example, if APP analyzes the sentence “The river
overflowed its banks after a typhoon.”, APP returns the result
“(S (NPL The river) (VP overflowed (NP (NPL its banks)
(PP after (NPL a typhoon)))) -PERIOD-)”. The result of each
pair consists of semantic information and words fall under it.
The result of APP is composed of nested parentheses. This
nest of parentheses can be regarded as tree structure. Fig. 4
shows the APP result of the above input sentence represented
by tree structure.

In some cases, for example a sentence including conjunc-
tions, one sentence has several basic sentence structures.
When APP analyzes the sentence “Thank you but I am full.”,
APP returns the result “(S (SS (VP Thank (NPL you))) but

3http://nlp.cs.nyu.edu/app/
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Fig. 4. The analysis result by Apple Pie Parser which is represented by
tree structure.

| - but | SS | - -PERIOD- I

[ve Thank ] [ neoo | [ ve am |

Fig. 5. The analysis result by Apple Pie Parser which is represented by tree
structure. (The case that the sentence has several basic sentence structures.)

Before attaching S: the + river

word meanings V: overflow

(After analysis of C1: its + bank

sentence Structure) | M1: after + a + typhoon (> V)

S: 1845456 + 1584292
After attaching V: 1316115

Word Meanings | c1: 978937 + 157833
M1: 46936 + -1+ 1920741 (> V)

Fig. 6. The example of attaching word meanings in the case of the sentence
“The river overflowed its banks after a typhoon”.

(SS (NPLI) (VP am (ADJP full))) -PERIOD-)”. Fig. 5 shows
the result of this sentence represented by tree structure. In
these sentences, the result of APP sometimes contains phrase
“SS” that is subset of the S in the whole sentence. In this
system, we treat each “SS” as one basic sentence structure.
b) Correcting Sentence Structure: The system some-
times mistakes the analysis of sentence structure. In such a
case, the webmaster can correct the result of it manually. The
webmaster can correct the basic sentence structure of each
word and the modified element of each modifier. After the
system has finished the analysis of sentence structure, the
system proceeds to the step of “attaching word meanings”.
2) Attaching Word Meanings: This step consists of two
processes: the analysis of word meanings and the correction
of them by the webmaster. The purpose of this step is to
reduce mistranslations by attaching the meanings to each
word in a sentence. The system uses “meaning ID” in order
to identify the meaning of each word. We assign a unique ID
number for each word meaning. Figure 6 shows the example
of attaching word meanings in the case of the sentence “The
river overflowed its banks after a typhoon”.
The system assigns a meaning ID to each word of a

TABLE I
THE EXAMPLE OF MEANING ID LIST IN THE MEANING ID DATABASE.

Meaning ID H Meaning ‘ English ‘ Japanese ‘
157833 a geographic bank bank +F, #
157844 pile up it something bank ~%MA LTS

~%IZ9 3
157850 a financial institution bank Ky

sentence analyzed in “analysis of sentence structure” step.
In figure 6, the meaning ID “-1” means that the word is
assigned no meaning. The meaning ID “-1” is assigned in
two cases; the case that the system cannot select a word
meaning because there are no proper meanings for the word
in meaning ID database, and the case that the webmaster
does not attach word meanings deliberately.

a) Meaning ID Database: The meaning ID is assigned
by referring to the meaning ID database. The meaning ID
database is a language resource created from a bilingual
dictionary. In our system, we created it from the Japanese-
English dictionary “Eijiro*”. Generally, a word in a dictio-
nary may have several word meanings. This might cause
mistranslation, because such a word usually have different
translation in a different context. We extract all these word
meanings and assign a unique ID number for each of them
in order to distinguish each word meaning. Table I shows
the example of meaning ID list in the meaning ID database.

Meaning ID is assigned not only to words but also to
phrases and idioms. There are two reasons why meaning
ID is assigned to them. One reason is to consider special
meanings. The meanings of phrases and idioms are not
always equal to simply combined meanings of words in
the phrases and the idioms. In this case, it is impossible
to represent the meanings by combining meanings of words
in the phrases and the idioms. Therefore, a unique ID for
the meanings of phrases and idioms are needed in order to
select proper meanings.

Another reason is to reduce the webmaster’s burden. Even
if it is possible to represent the meanings of phrases and
idioms by combining meanings of words in them, the number
of possible meaning candidates will be the product of the
numbers of meanings of each word in them. Although there
are many meaning candidates, the most of them should be
improper. It is a much burden for the webmaster to find the
correct meaning from many candidates. Assigning unique
IDs for the meanings of phrases and idioms can reduce these
improper meaning candidates.

b) Analysis of Word Meanings by the System: Analysis
of word meanings is performed by the system automatically.
The system converts each word in an original sentence into
the original form of the word. This original form of the
word is used as a query to find the candidate meanings
from the meaning ID database. Besides, if the sequence of
words constitutes phrases or idioms, the system accesses
the meaning ID database using the sequence of words as
the query. If the proper meaning exists in the meaning ID
database, the system converts the words, phrases or idioms
into the found meaning ID.

4Eijiro http://www.eijiro.jp/
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TABLE 11
DETAILS OF FINAL STORAGE FORMAT.

Data Type Description

sentence number | the sentence’s number of the sequential order from

original documents

langage written language of the original sentence

original sentence | original sentence before analysis of sentence

structure and store of word meanings

basic structure original sentence without all of modifiers, that

using the result of analysis of sentence structure

analysis result input sentence represented by structure information

and meaning ID that are made by analysis of sentence

structure and store of word meanings

sentence number
(

description language

Original sentence

)

[language”: “en”
‘original_sentence”: “The river overflowed

", o«

fundamental
sentence

lits banks after a tvphoon.”,

“fundamental_sentence”: “The river overflowed

its banks.”,
["analyzed_sentence”: "0-5-1: 1845456 + 15842992 |
0-V-1: 1316115

0-C1-1: 978937 + 157833

0-M1-1: 46936 + -1 + 1920741: 0-V-1

1-: 2060468

i

analysis result

Fig. 7. An example of final store format in the case of the sentence “The
river overflowed its banks after a typhoon”.

c) Correcting Word Meanings: The system exhibits the
result of the analysis of word meanings to the webmaster.
The webmaster can correct the result manually, if there are
mistakes in the result. The webmaster can correct mistakes by
combining words into phrases and idioms, dividing incorrect
phrases and idioms into words, and selecting different mean-
ing ID for words, phrases or idioms. After the system has
finished the analysis of word meanings, the system proceeds
to the step of “storing analyzed sentences”,

d) Storing Analyzed Sentences: The system converts
the original sentences into the final storage format. Table
IT shows the details of the final storage format. We call a
sentence represented in the final storage format “analyzed
sentence”. Fig 7 shows an example of final storage format
in the case of the sentence “The river overflowed its banks
after a typhoon”.

B. Viewing Phase

In viewing phase, the system translates the stored sen-
tences represented in final store format into the user’s native
language (hereafter “target language”). When a user browses
the web page, the system translates the sentences in the web
page into the target language automatically. In viewing phase,
the system processes two steps: “restoring fundamental sen-
tence structures” and “restoring modifiers”. Fig 8 shows the
processing flow of viewing phase.

Restoring sentences heavily depends on the target lan-
guage. It is, however, difficult to understand features of
sentence structure for all languages. Therefore, we use the

, browse
{ ) webpage
kv/ Translated
User Web page
(Written in
access user’s
webpage language)
Original Modifier
We_b page Translated Translation Final
(Written n Fundamental And Translated
WIEmeStE';S Sentence Word Sentence
anguage
guag order Translate
Restore Sentence
Fundamental Modifiers
Sentence
Structure
Fig. 8. Processing flow of viewing phase.

The river overflowed its banks.

machine
translation

NI, ZDRTEA—/\—DJO0—LELI,

Fig. 9. An example of machine translation of a fundamental sentence.

results of machine translation and correct them in order to
translate the original sentences. We use Google Translate as
the machine translation API in our system.

e) Restoring Fundamental Sentence Structures: When
a user accesses a web page, the system translates the fun-
damental sentences of the original sentences in its page
into the target language. In this translation, the system
translates only the fundamental structure without modifiers
in order to reduce mistranslation caused by the complexity
of sentences. Fig 9 shows an example of machine translation
of a fundamental sentence. In fig 9, the input sentence is
“The river overflowed its banks after a typhoon.” and its
fundamental sentence is “The river overflowed its banks.”

The system corrects the translation result of the funda-
mental sentence by comparing with the result of the creating
phase. First, the system checks for all the meaning IDs in
the analyzed result of the sentence in the creating phase and
obtains their representation in the target language from the
meaning ID database. We call these obtained representations
in the target language “converted meanings”. Table III shows
the obtained representation in the target language (Japanese
in this case) for all the word IDs in the fundamental sentence
“The river overflowed its banks.”

Second, the system checks where the representation in the
target language for each word ID in the fundamental sentence
appears in the translated fundamental sentence. The system
performs string matching in order to this check. Owing to this
process, it is possible to obtain the word order of the sentence
in the target language, even if the system does not understand
the word order of all natural languages. Fig 10 shows an
example of acquiring word order in the target language.

If the translated fundamental sentence contains all of the
converted meanings, the system assumes that the machine
translation has translated the sentence successfully. If, how-
ever, the translated fundamental sentence does not contain

(Revised online publication: 13 November 2012)



TAENG International Journal of Computer Science, 39:3, [JCS 39 3 07

TABLE III
EXAMPLE OF OBTAINED REPRESENTATION IN THE TARGET LANGUAGE
(JAPANESE IN THIS CASE) FOR ALL THE WORD IDS IN THE
FUNDAMENTAL SENTENCE “THE RIVER OVERFLOWED ITS BANKS”.

’ Meaning ID ‘ Element ‘ Representation in Target Language (Japanese) ‘

1845456 S Zz0
1584292 S i
1316115 \% HsNd
HI3INHD
978937 Cl Zzho
Hho
157833 Cl ++
2
2060468 Else .
[Word Order ]
S S Else

""" ?"""""?""".3"':\

) i r

Vv c1 c1 | eise
[ Hishd || Tho :t%{:
Hind|| bho || E |

cannot find words

mistranslation?

Fig. 10. An example of acquiring word order.

|_C1 ]
TF a geographic
—>{ 157833 mmmms]
- \“ 157833 bank

All translation
Candidates of “bank” in
word ID database

[F. zRBFEA—"—70—LELT, |
\ replace

[ix. 20X F584—1R"—o0—LELE, |

k-~

Fig. 11.
candidate.

To replacing of mistranslation word into the better translation

all of the converted meanings, the system assumes that
the machine translation has mistranslated the sentence. The
machine translation cannot always translate all words into
correct translation in the target language. The representation
in the target language that is obtained from the meaning
ID database sometimes does not correspond with the rep-
resentation in the translated fundamental sentence due to
mistranslation. In our proposed method, the system corrects
the result of the translated fundamental sentence considering
the mistranslation words in order to resolve this problem.
The example of this processing is shown in Fig 11 and 12.

The system restores the original word that the webmaster
spelled by using the meaning ID database. Then we obtain all

Word Order: S > C1 -V - Else

Fig. 12. Correcting the translated fundamental sentence considering the
mistranslation words.

of the converted meanings into which the original word may
be translated from the meaning ID database. We call them
“possible mistranslated meanings”. In Fig 11, the system
restored the word ID “157833” to the original representation
“bank”. Next, the system obtains all of the representations in
the target language for the original representation by using
the meaning ID database. In Fig 11, the system obtained
possible mistranslated meanings “1LF”, “847” and “~
ZFA LT3 in the target language. These words are
ambiguous words that may cause mistranslation. The system
checks whether these words correspond to the strings in
the result of translated fundamental sentence. If there is
a corresponding word, the system considers this word as
mistranslation, and replaces with the correct representation
in the target language. In Fig 11, the word “8817” appears
in both the result of translated fundamental sentence and
the possible mistranslated meanings. Therefore the word “HR
177 is considered as mistranslation, and the system replaces
it into the correct representation “15F”. If the translated
fundamental sentence contains any possible mistranslated
meanings, our system assumes that these possible mistrans-
lated meanings are mistranslations of the converted meanings
and replaces these possible mistranslated meanings with the
converted meanings.

Fig 12 shows the result of correcting the translated fun-
damental sentence considering the mistranslation words. In
this example, the system corrects the translated fundamental
sentence “JIll%, TDRTEA—N—TO—-LFUL/~, ”
that a machine translation translates the original fundamental
sentence “The river overflowed its banks.” into. Finally, the
system obtains the corrected translated fundamental sentence
“JilEk, £DOLF%2HSINSDUELU, ” and the word order
“S— Cl -+ V — Else”.

f) Restoring Modifiers: After correcting the translated
fundamental sentence, our system restores modifiers to the
translated fundamental sentence. In the same way as for prin-
cipal elements, our system obtains the converted meanings
modifiers. By referring to the results of the first step (analysis
of sentence structures), our system obtains the metadata of
which of the principal elements is modified by each modifier,
and uses them to restore each modifier to the translated
fundamental sentence.

In the example that the system translates the sentence
“The river overflowed its banks after a typhoon.”, the system
obtained the modifier “M: 46936 + -1 + 1920741 (— V)” in
the creating phase (Fig 7).

Fig 13 shows the example of obtaining modifier transla-

(Revised online publication: 13 November 2012)
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Fig. 13.  The Example of obtaining modifier translation and word order.
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Fig. 14.  An Example of a modifier Restoration.

tion and word order. First, the system obtains the original
representation of element M. In this example, it is “after a
typhoon”. The system also obtains the original representation
of element V, because this element M modifies element
V. The system obtains “overflowed” as the original repre-
sentation of element V. Besides, the original representation
that element M modifies element V is “overflowed after a
typhoon” because the word order of elements M and V in
the original sentence is “V — M”.

Second, the system translates the phrases “overflowed”
and “overflowed after a typhoon” into the target language
by machine translation, and obtains the translations “7 —
N71B—=U7" and “BROEIZA—N"—780—L7/~"
The system compares these two translations and obtains the
difference & ED#IZ”. The system considers the difference
as the translation of element M. This process is performed
in order to connect the modifier and the modified element
naturally. The proposed method cannot create the connection
of modifiers and the modified elements that depends on
the language, although it can correct mistakes of meaning
selection. Therefore, the system uses machine translation in
order to create the connection of them. Besides, the system
obtains the word order in the target language from the
machine translation result of “overflowed after a typhoon”.
The word order in this example is “M — V”. The system
restores modifiers using this word order information. Fig
14 shows an example of a modifier restoration using these
information.

Fig. 15. Combining the meanings of several words.

In Fig 14, the system inserts the modifier “& @D
before the modified words “#.5#1% according to the word
order information. As a result, the original sentence ‘“The
river overflowed its banks after a typhoon.” is translated into
“JiE, TOLEFE2BROFBIZHIND U E U, 7, and the

system shows the user this translated sentence as the result.

IV. SYSTEM IMPLEMANTATION

In this section, we describe the functions and features of
the user interface of our system.

A. Part of Sentence and Sub-element

A sentence does not always have only one fundamental
sentence. If a sentence contains conjunctions, it consists of
more than one fundamental sentence. To handle these com-
plex sentences, we divide such a sentence into parts. Each
part contains either a fundamental sentence and modifiers or
other elements such as conjunctions and periods. Sometimes,
an element contains a description of a parallel relationship
between the words. If these words are modified, the element
becomes long and complex. Therefore, we divide the element
into sub-elements. Modifiers can have metadata by which a
sub-element of an element is modified. Finally, the elements
and Word IDs that are the results of analyzing sentence
structures are described like “part - element - sub-element
: word ID”.

B. Combining the Meanings of Several Words

If several words consist of a phrase or an idiom, the
webmaster is able to select their meanings as a phrase or
an idiom. If the webmaster wants to combine words into
a phrase, he/she can click the combine/separate button as
shown in Fig 15.

V. EVALUATION

We experimented to evaluate the effectiveness of our
system. In this experiment, we translated sentences from
English into Japanese by using our system. We prepared 25
sentences for this evaluation. We obtained these sentences
from a Japanese-English corpus and a dictionary. In the same
way, we used Google Translate as a comparative translation
system for our system. We evaluate the results of experiment
in two ways. One is an automatic evaluation using BLEU
(Bilingual Evaluation Understudy)[6], and the other is a
subjective evaluation.

(Revised online publication: 13 November 2012)
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TABLE IV
LIST OF SENTENCES IN INPUT SENTENCE SET 1 (ISS1).

Sentence | Input Sentence

Number

1-1 The river overflowed its banks after a typhoon.
1-2 Thank you but I am full.

1-3 I saw an unidentified flying object.

1-4 It always seems like it is there.

1-5 I honestly feel like there is too much.

1-6 I think that Yamada is the type everybody likes.

1-7 I think this was made around the Momoyama Period.
1-8 I think this movie is from the early Showa Period.
1-9 Who thinks they’re going to win?

1-10 I don’t think he was able do it.

1-11 I don’t want to be better than him.

1-12 I don’t think that’s an exaggeration.

1-13 If T spend fifty hours, I feel like I wasted my time.
1-14 The expressway might be the long way.

1-15 It felt empty.

1-16 He’s going to talk about that night.

1-17 He works at a company.

1-18 He’s making that a criterion.

1-19 It makes a noise when it turns.

1-20 I got a look like that on my face.

1-21 He set a within-the-year deadline for the proposed plans.
1-22 I’'m just looking out for number one.

1-23 I think 2000 is good.

1-24 A lot of people are active.

1-25 He shares living expenses with me.

A. Input Sentences Set

We prepared two input sentence sets (hereafter “ISS1” and
“ISS2”) for this experiment. ISS1 consists of 25 sentences
that are randomly picked from the example sentences in
the English-Japanese dictionary and the English-Japanese
translation corpus[7]. The sentences in ISS1 have more
simple sentence structure than ISS2. Table IV shows the list
of sentences in ISS1. ISS2 consists of 25 sentences that are
randomly picked from example sentences in the English-
Japanese dictionary and the web page that lists English
homographs and the example sentences using them[8]. All of
the sentences in ISS2 have complex sentence structure that
the machine translation mistranslates. Table V shows the list
of sentences in ISS2.

These sentences in both ISS1 and ISS2 went through
the creating phase and the analyzed sentences are stored as
mentioned in section III-A1 before this translation experi-
ment. In this experiment, the proposed system translates these
stored results of analyzed sentences into the target language
(Japanese) and we consider them as the result of translations.
In the restore of the sentences, the proposed system uses
Google Translation as a machine translation.

B. Translation Result

Table VI and VII show the translation results of ISS1 by
the propose method and the machine translation. Table XIV
show the translation results of ISS2 by the propose method
and the machine translation. The precisions of the translation
results are mentioned in following sections V-C3 and V-D.

TABLE V
LIST OF SENTENCES IN INPUT SENTENCE SET 2 (ISS2).

Sentence | Input Sentence
Number
2-1 The river overflowed its banks after a typhoon.
2-2 Thank you but I am full.
2-3 The choice is right for me.
2-4 Tom does not have a drop of pity.
2-5 The goods come in many different colors.

2-6 He drains his glass in one gulp.

2-7 He realized a mistake.

2-8 He makes a pile.

2-9 Get a doctor.

2-10 The forecast calls for rain.
2-11 I hammer a nail into the wall.
2-12 Tom is dead right.

2-13 I feel blue today.

2-14 My wife went to a ball.

2-15 He is bright.

2-16 He takes a bow.

2-17 There is a chest of tea.

2-18 Do you have change?

2-19 Roosters crow in the morning.
2-20 I have a corn on my foot.
2-21 She ate an ear of corn.

2-22 Some people fast at Easter.
2-23 I sleep on a firm mattress.
2-24 We hunt game to eat.

2-25 I’'m just looking out for number one.

C. Automatic Evaluation

Automatic evaluation evaluates correctness of translation
results. In automatic evaluation, the correctness indicates how
similar translation results to the correct sentences. We adopt
BLEU as the correctness indicator.

1) BLEU: BLEU is a method for automatically evaluating
the quality of machine-translated text by comparing the
reference human-translated text and the system result. BLEU
is calculated as follows:

N
1
BLEU = BP -exp() + log Px)
n=1

ZcG{Candidates} angramGC Countdip(n - gram)

/
Zc’e{Candidates} Zn—gram’ec” Count(n — gram )

P, =

where N is n-gram length, C' is references, County;,(n —
gram) is the number of n-grams in which reference and
system result match, C’ is system results, Countch-p(n —
gram') is the number of system result n-grams, c is the
total length of system results, and r is the total length of
references.

A score of BLEU takes the value between O and 1.
The score becomes 1 if the input sentence corresponds to
the correct sentence perfectly. In using BLEU, we set the
parameter N to 4. Before evaluation, we manually changed
the references to the best match of each result because
Japanese natural sentences have the following features.

2) Reference Translation for BLEU: BLEU compares
the translations with reference translation concerning string
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TABLE VI
THE TRANSLATION RESULT OF ISS1 BY THE PROPOSED METHOD.

TABLE VII
THE TRANSLATION RESULT OF ISS1 BY THE MACHINE TRANSLATION.

Sentence | Translation Result

Number

Sentence | Translation Result

Number

1-1 Jild, TOtLFzERBEOHSINEUELA,

1-1 JNEBRDOEZIZ, TOfi72 A —N"—70—-LE L,

1-2 HOVWES, REBBRPPC2IENDTT,

1-2 HYMWES, FAFFHELTT.

1-3 FAISRHERARATIIAE WE U 72,

1-3 FAISRMERARATYIRE W E U 72,

1-4 ZRFTNIIHEIZ, DESITEZAD,

1-4 ZNBHZ LT, TRV DOBE,

1-5 HEVIZEZINTHD LD BREANLET,

1-5 HEVIZEZLBDH B I ITRIKEEIEUTHET,

1-6 FIZINED 2 A TOHENIFEL L EEZDET,

1-6 FAXIIHA 2 A TOHE B S RN ET,

1-7 M ZhMES Nz LS5,

1-7 BE ZAUSBRILIROFAFIZES N L - S,

1-8 I ZOMHEZE 2E XD £T,

1-8 A Z O IEFIFIIN S 72 & S,

1-9 HPEOPHEOTEOENZLEZTND?

1-9 XS BHBRT 2OV ZEEZXTNE?

1-10 RS ENEFTD TN TEZEIZEDER Y, 1-10 RS DTS Z e MW TE L L IFEDER N,

1-11 FIFRDZLIFEFELIDHY FXEA, 1-11 RV EROEDIZUL LR,

1-12 FIFEBER LITED AR, 1-12 RFEBEZ LIZED R,

1-13 FAIE 50 MRS 2 5. RAFRLIZE S DR % 1-13 FLlE 50 WERT % 2% U T 2 FAIE AL D iR % JEEL 12
MELZ U2V EUATHTVET, MUE>1T, BIFEUTVET,

1-14 R IERVED D d LR, 1-14 FHGEEIERVED D e LAWY,

1-15 ThiE, E-oF0% KU D, 1-15 Thik, EOKU,

1-16 WRIZFEZ TDOWIZDOVTTEOED 7, 1-16 WIFTDERDEEIZZDEA D,

1-17 WITEEL 9, 1-17 iFStE TN TV 2,

1-18 WiEENFAEEZEo> TN D, 1-18 Wik ZDORAEE > TN D,

1-19 ThiE, A EEET 2 523T 5, 1-19 FNNMEEET B L JITENT D,

1-20 FIFDED LS I &> B —R2E-, 1-20 FMIFADERIZZ D & 5 B —R%E157-,

1-21 AN, EEOMEEZREL 9, 1-21 IFREINAZGEON, FEOMREZEL £7.

1-22 FEF U=V EBLTVET, 1-22 RIFFUN=T U EBELTHNET,

1-23 FAlE 2000 BRWVWEEZ D ET, 1-23 FAlE 2000 RV EFNE T,

1-24 %< DALZDBMUTNDTT, 1-24 %< DA PNHERLUTWET,

1-25 MFEEEE R —HICHAEATI LTV ET, 1-25 IR — M AEEREZLE LTV ET,

matching. This comparison causes difference in BLEU scores
in the case of using synonyms, different position of a
modifier, and different auxiliary verbs even if these represent
the same meaning as the reference translation. In such cases,
even though the BLEU score becomes low, the translations
are not necessarily wrong. Therefore, we customized the
reference translation for each translation by the proposed
method and machine translation. In the following paragraphs,
we explain the way to customize reference translation.

a) Synonym and Difference of Characters: Japanese,
like other languages, has many synonyms. Moreover,
Japanese has three types of script: Hiragana, Katakana and
Kanji. Japanese natural sentences are mainly written in a mix
of these three scripts. For example, tempura, a Japanese dish,
is usually written “RK.& 57, “X” is Kanji, while “.3%” and
5” are Hiragana. Sometimes, tempura is written “CA 35"
(only using Hiragana), “7 > 75" (only using Katakana), or
“REEFE” or “KIF%#E” (only using Kanji). All of them mean
the same thing, and the only difference being the characters.
Therefore, we manually changed these words of references
into other words or other characters to best match each result.

b) Position of Modifier in the Sentence: Modifiers in
Japanese natural sentences do not always set a position
related to modified words. It, of course, cannot be placed
anywhere. Thus, we changed some positions of modifiers as
long as these changes were not unnatural.

¢) Differences in These Auxiliary Verbs: In Japanese,
auxiliary verbs, for example “C9”(-desu) / “% 9 ”(-masu),
are sometimes used at the end of a sentence instead of

TABLE VIII
EVALUATION RESULTS OF ISS1 BY BLEU.

Translation System ‘ Score ‘
Proposed System 0.0544
Machine Translation | 0.0881

TABLE IX
EVALUATION RESULTS OF ISS2 BY BLEU.

Translation System ‘ Score ‘
Proposed System 0.1518
Machine Translation | 0.0248

auxiliary verbs “7Z”(-da) / “T & %”(-dearu) in order to
represent more polite or softer nuances. However, the main
meanings do not differ even if any of these auxiliary verbs are
used. Therefore, we ignore the difference of these auxiliary
verbs in the corpus sentences.

d) List of Customized Reference Translation: Table
XIV show the customized reference translation for ISS2 by
the propose method and the machine translation.

3) Result of Automatic Evaluation: The results of evalua-
tion for ISS2 are shown in Table XIV. Underlined characters
mean that match between translation results and reference
translations considering by BLEU.

D. Subjective Evaluation

In subjective evaluation, we use two viewpoints (adequacy
and fluency) and evaluate the results of our translation system
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TABLE X
EVALUATION RESULTS OF ISS1 BY SUBJECTIVE
EVALUATION
H Improved | Worsened
Adequacy 7 13
Fluency 1 12
TABLE XI
EVALUATION RESULTS OF ISS2 BY SUBJECTIVE
EVALUATION
H Improved | Worsened
Adequacy 24 5
Fluency 0 7
TABLE XII
CORRECTION RATE OF THE SYSTEM IN TERMS OF
ADEQUACY

’ H Sentences ‘ Correct points ‘

Total 25 39
System correction 19 24
(Full correction) (12) (-)
Correction rate 0.76 0.61
(Full correction) (0.48) (-)

by comparing it with machine translation. The results of
subjective evaluation for ISS1 is shown in Table X.

The “improved” column in Table X indicates that our
system is able to correct mistranslations of Google Translate.
Our system, however, sometimes fails to add modifiers into
the translated sentence as shown in the “worsened” column
in Table X. In addition, our system just replaces words
with other words without considering the connection between
them. Thus, from the viewpoint of fluency, our system is
worse than machine translation.

The results of subjective evaluation for ISS2 is shown in
Table XI, and the correction rate of the system in terms
of adequacy is shown in Table XII. In Table XII, the
“Sentences” column shows the results from a viewpoint of
sentences, the “Correct points” column shows the results
from the viewpoint of mistranslated points of words, phrases,
and idioms that sentences have (one sentence may have two
or more correct points), the “Total” row shows the total
number of sentences or correct points, “System correction”
row shows how many sentences or correct points the system
corrected, and the “Correction rate” row shows the correction
rate of sentences or correct points that is calculated by
the value of the “System correction” row divided by the
value of the “Total” row. “Full correction”, which appears in
“System Correction” row and “Correction rate” row, shows
the number of sentences or correction rate of sentences in
which the system corrected all the mistranslated points. We
investigated the reasons the system mistranslated in each
case, and the results are shown in Table XIII.

E. Discussion

The “improved” column in Table XI indicates that our
system is able to correct many mistranslations of Google
Translation. As shown in Table XI, improvements surpass
degradations. Thus, our system is able to translate sen-

TABLE XIII
REASONS WHY THE SYSTEM IS INCORRECT

Reason Incorrect points
Using unnatural nuance 3
Mismatching text because of 4

differences of tense or part of speech

Mismatching text because of 1
synonyms
Mismatching text because of 4

mistranslated phrases or idioms

Mismatching text because of 4
non-existent meanings that machine
translation made

Could not select correct meanings 2

when the webmaster created the

webpage

tences more accurately especially when machine translation
mistranslated. As shown in Table XII, machine translation
mistranslated 39 points of words, phrases, or idioms in this
experiment. Of these, our system successfully corrected 24
points (correction rate: 0.61). Out of the total 25 sentences,
our system successfully corrected 19 sentences (correction
rate: 0.76), and fully corrected 12 sentences (correction rate:
0.48).

As shown in Table XIII, most of the reasons the system
was incorrect are mismatching of text. This means that the
system failed to find mistranslated words, phrase, or idioms
in various causes. This indicates that the accuracy can be
improved if we can match texts more correctly.

VI. CONCLUSION

In this paper, we proposed a new method for support-
ing creation of multilingual web pages that creates natural
sentences by analyzing sentence structures and what each
word means, and we developed a system to create translated
sentences using this method. Experimental results showed
that our system is able to translate sentences more accu-
rately when machine translation mistranslates. Our system,
however, has some points that need improvement:

A. Matching Translated Meanings More Exactly with Trans-
lated Fundamental Sentences

When adding modifiers into fundamental translated sen-
tences, our system searches for the positions of modified
elements by the modifier to decide the position into which the
system adds modifies. Our system, however, uses simple text
matching to search for these positions, and these matchings
often fail. We will try to solve this problem by using a part-
of-speech analyzer.

B. Tense of Words

The meanings contained in the word ID database are the
original forms. Thus, the results of our system can only de-
scribe present forms. After matching the translated meanings
more exactly with the translated fundamental sentences, we
will try to correct the tense of each sentence by referring to
a dictionary of tense or by some other method.
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THE TRANSLATION RESULTS AND REFERENCE TRANSLATION FOR ISS2.

TABLE XIV

(1]

(2]

(3]

(4]

Sentence Translation Result of Reference Translation for Translation Result of Reference Translation for
Number Proposed Method Proposed Method Machine Translation Machine Translation
2-1 JIiE, TDO+EF%HE D)L TOLEFEE JINFBEDZIZ, £OD D JINFHERDEIZ,
BDODHINDBULEL 2o A D &I HIN, W7 2 A—N—7nBo— 0 L£F & Hhihdi U
LEUA, FU7,
2-2 HOMRES, REBBRPHN HYMNES, THLES F HYWES, FhF e HYNES, THHS Fh
Wl D T, BB IENTT, <9, & BRI IEN TY,
2-3 HERED LD ERWL TOERIE I B ESE || BRI ED FA DD T TOERIRITHLOE
TY, RWTY, KR BRw TY,
2-4 M AR, BAD —iF & M AFENAD D & DU hAEED Fay 7°§ M ARENED D E ALD
FoTWERA, B RoTwEFA, FoTWERA, FoTWERA,
2-5 i, Z<0RELH Z0 . £ < DR i, £ <DRZD Z0 @Y. £ <D
Tk . B BFICA B, o Tk B, BB NEIA B,
2-6 Bixay 7& Pk, #iday 7% —BTHRA Bix, — OTHDHF A Bk, avTE — KT
FU7, Y 5, AT U 7z,
2-7 Wik I A 2HH, WIEI A TRV, WiEI A BHEH, WiE I A ZEA 7,
2-8 WIFKRE 128D £, Wl RS 2B E 9, Pz £9, HiE KEeEHBE £9,
229 || EHEEZENTL 5, E#EEnT< 3, BEHE G5, E&E ENTL %,
210 || REFH ARDTOS, RETH CRMZ. T 3 0D K& ¥ WC 1ZW T 3.
HUE 7,
2-11 FE FREEINY FE < EFRBEINY FAEEIZS &% Ny FFEEZ S E% $THA
¥ —TH D, Y —TH D, ¥, L,
2-12 N A SEREICHERITH B, MO EFo72<IELW, N AIE A ZHERITH D, Mo Fo72<IELW,
2-13 S HIFEEE W &5 S HIZER LK. SHIE Hv» &5 SHIF B8R K.
214 || BOFE B ROFE FEHRIIT = ROEIE, R 147 ROER, WHE 17
FU 7, IFEUA FU7~,
215 || BREEORN< T, HBHEOR AT, Bl W5 VT, BlE A VT,
2-16 FITBUE 28 2, FEBLE TR B, HiE 5%H %, WiF BEHHETI 2R B,
2-17 Ik s D) 9, UL HDOBEER BHY BH#D M »RHY ET, VPO BHEMNDHY F
9, KR
2-18 ZO MM nBeiEd Y MrnERIEH) 9 ZOEE ZHY) EITNT? N B DY ET0?
FIM? » 7
2-19 BAYY X BHIIEL, BALYIFRHEITG S, FHIFIZV—AZ—=ZADAT A, | HHBTFRHIEL,
2-20 FAlE FAD S BDDHA TR 2 DBDDM FiF fEgT, buERn FhiE RIZ, 2BDDNDH
b3, HBo AV zEE->TW B, %,
221 WRIFIVEDIVD A= = PA)) WiE, hUEDATO BRIE, hUEDITO
T RN, %z AN, H 2ak, %z EAN,
2-22 A=A —TWARTD —HDONZIEA — ALK — A —AL— T O #H> —H —HDOAZ N A — AL —
—D A%, DL XIIHMBTD, DA%, D LEIHRT D,
2-23 FFBEDHD Y L AT FIEEEDH D~ Y b L AT vy NV AD 24 T FAE 22y XY bV AD
K5, K5, 25, E TE%,
2-24 B4 BERD 2L HYx TABARD OIZBY BxFERTT—A % FEAITENR B7-0I12HEY)
5, =15, 2, 1%,
2-25 INC A PASL VR £ 7 HABOWENE § 5, N SANAS VA 3 HaBVWENE § 5,
LTnE 3, LTnE 3,
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