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Abstract— In this paper, we propose a novel probabilistic 

approach for detecting and analyzing stationary objects driven 
visual events in video surveillance systems. This approach is 
based on a newly developed background modeling technique 
and an adaptive statistical sequential analysis method. For 
background modeling part, we use the concepts of periodic 
Markov chain theory producing a new background subtraction 
method in computer vision systems. We then develop an object 
classification algorithm which can not only classify the objects 
as stationary or dynamic but also eliminate the unnecessary 
examination tasks of the entire background regions. Finally, 
this paper introduces a sequential analysis model based on 
exponent running average measure to analyze object involved 
events such as whether it is either abandoned or very still 
person. In order to confirm our proposed method we present 
some experimental results tested on our own video sequences 
taken in international airports and some public areas in a big 
city. We have found that the results are very promising in terms 
of robustness and effectiveness. 
 

Index Terms—stationary object, background models, video 
surveillance, exponent running average 
 

I. INTRODUCTION 

N the recent years, video surveillance systems have 
become an extremely active research area due to a sharp 

increasing in the levels of terrorist attacks on crowded public 
places, like airports, stations, subways, entrances buildings, 
sporting events, and other public venues. Terrorist attacks 
have also a critical threat of public safety; especially, 
explosive attacks with abandoned/removed or unattended 
objects/ packages are repeatedly concentrated on the public 
places. Hence, establishing a surveillance system with 
high-tech appliances to against terrorism is a critical issue 
nowadays. This has led to motivation for the development of 
a  s t r o n g  a n d  p r e c i s e 
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automatic processing system, an essential tool for safety and 
security in both public and private sectors. Video 
surveillance systems aim to provide automatic analysis tools 
that may help the supervisor personnel in order to focus his/ 
her attention when a dangerous or strange event takes place. 
 In this context, the detection of stationary objects is 
receiving a special attention because it is a critical analysis 
stage in applications like the detection of abandoned objects 
or parked vehicles frequently used in the surveillance of 
public areas. Additionally, the recognition of stationary 
objects in crowded unconstrained contexts is a challenging 
task. Issues related to occlusions (by moving or stationary 
objects), appearance variations (e.g., color composition, 
shape) as people move relatively to the camera, lighting 
changes, speed and density structure of moving objects 
should be taken into account. Thus an essential component of 
a video surveillance system is the capability of correctly and 
accurately detecting suspicious objects and people involved 
in crowded areas. So that the system can be able to help the 
monitoring personals to immediately find a dangerous or 
strange event takes place in the monitored area.  

Moreover, automatic analysis and interpretation tools are 
required to obtain the real time demands in a video 
surveillance system. For this purpose, immediate detection of 
suspicious packages or objects is vital to the safety of 
innocent citizens in the current age of terrorists who often use 
primitive home-made explosive devices. Thus, solving the 
problem of detecting stationary objects (also referred to as 
abandoned, static, left, or immobile objects) is currently one 
of the most promising research topics for public security and 
video surveillance systems. Furthermore the problem is 
increasing the worldwide attention in many contexts, 
especially for its application in crowded environments 
potentially at risk which therefore require particular controls 
to guarantee security. 

However, high-level video interpretation tasks related to 
surveillance are usually completely performed by human 
operators, who have to process large amounts of visual 
information presented to them through one or more monitors. 
Various scenes are often guarded simultaneously by a single 
operator. It is widely known that, if the operator is exposed to 
this type of work for several hours his attention decreases, 
thus probability of missing dangerous situations increase. It 
is crucially important to support human conduct with 
semiautomatic surveillance systems in order to inform the 
supervisor in case of abandoned object and to focus his 
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attention on the event [1]-[2]. Abandoned/stationary object 
detection is the task of locating objects that are left behind in 
a scene. Often these objects are quite small (compared to the 
people at least) and are frequently occluded by other people 
or vehicles moving about the scene. 

In the literature, several methods have been found 
describing on abandoned object detection and their 
applications to public safety and security problem. They can 
be categorized into two approaches: one is based on tracking 
methodology [3]-[6] and the other is based on detection 
approach [7]-[12]. The tracking-based methods encounter the 
problems of merging, splitting, entering, leaving, occlusion, 
and correspondence. These problems are not easy to solve in 
many cases since it is difficult to track all the objects precisely 
in crowded situations. On the contrary, the detection-based 
methods do not need to handle the complicated problems 
associated within the tracking-based methods, and only the 
abandoned objects that are not there initially should be of 
concern. 

Although many researchers have paid lots of attentions on 
above research aspects, however, still few papers can be found 
that they changed the classic tracking and people detection 
problem by applying the static foreground regions [13]-[14]. In 
this aspect, the existing methods can be divided into two 
categories according to their use of one or more background 
subtraction models. For example, a statistical model of the 
background is used to detect foreground regions and to 
eliminate object shadows [15]. On the other hand, two 
backgrounds modeling techniques in order to detect stationary 
objects have also been appeared in the literature [16]-[17]. By 
using samples taken on the basis of frame rates the two 
backgrounds are established. But this approach fails to develop 
a mechanism that can correctly classify the events whether it is 
abandoned or very till person. It is worthwhile to note that most 
of existing surveillance systems do not work well when the 
initial background contain object left behind in the scene.  

We also observe that each approach has merits and 
demerits depending on the assumptions of characteristics of 
the background and the illumination [18]-[19]. Moreover, 
there exists a class of problems that traditional single 
foreground/background detection methods still cannot solve. 
For instance, left behind objects, such as suitcases, packages, 
etc. are needed to be paid a special attention. They are static; 
therefore, they should be labeled as background. On the other 
hand, they should not be ignored as they do not belong to the 
original scene background. Therefore, to achieve more robust 
object detection, or to acquire more effective background 
model, we should combine adaptively background models 
having different characteristics.  

In this paper, we present a new method that use periodic 
backgrounds and does not require object tracking. Our method 
does not require object initialization, tracking, or offline 
training. It accurately segments objects even if they are fully 
occluded for a certain period of times. The system is able to 
deal with people who stop and sit for extended periods of time 
and not regularly detect them as abandoned objects. A 
sequential analysis is introduced to classify detected objects as 
either an abandoned object or a still person. This paper extends 
and modifies to achieve more fruitful results for our previous 
work presented in [20]. 

The organization of the remaining parts of paper is as 
follows. Section II presents a condensed overview of the 
various background subtraction approaches used for 
stationary objects and motion detection. Section III contains 
our proposed stationary object detection method and the 
classification of detected object types. Section IV covers 
some experimental results on standard datasets as well as our 
real-world surveillance scenarios. Finally, concluding 
remarks and discussions are presented in section V. 

II. RELATED WORK 

In this section, we describe some related works for 
categorizing the stationary foreground detection methods 
based on background-subtraction techniques (see Fig. 1). 
Depending on the use of one or more background subtraction 
method [21-28], these techniques can be categorized as one 
model approach and two models approach. 

A. One Model based Background Subtraction 

In the one model approach, three types of techniques are 
involved. They are  

(i)     standard background technique,  
(ii) model property analysis technique, and  
(iii) sub-sampled analysis technique. 

 
Standard background technique 

The standard background technique describes the methods 
that employ typical background subtraction techniques 
followed by another type of analysis (e.g. tracking). In the 
typical background segmentation stage a Gaussian Mixture 
Model (GMM) is usually employed along with a blob 
tracking analysis stage. This tracking analysis is based on 
finding the correspondence between the blobs identified in 
two consecutive frames. Some rules, as color, shape, distance 
or object size are used in this module to perform the tracking 
analysis. Fig. 2 depicts the processing scheme followed by 
the selected approach. 
 

Stationary object detection 
based on background
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background subtraction
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background subtraction

Long-term updated 
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Short-term updated 
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timet t+ t Image frames
 

Fig. 1. Stationary foreground detection methods based on background 
subtraction techniques. 
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Fig. 2. Illustration of stationary object detection procedure. 

 
Model property analysis technique 

The model property analysis technique usually focuses on 
the use of the GMM for detecting foreground objects and 
inspecting the properties of that model to detect stationary 
objects. The stationary object detection is based on the 
observation of the transition states between the new Gaussian 
distributions created (for the new foreground pixels detected) 
and their transition to the dominant background state. 
Maximum of three Gaussians distributions are used in the 
GMM model resulting property analysis diagram shown in 
Fig. 3. This approach describes a set of necessary conditions 
and corresponding observations on the diagram to detect 
stationary objects imposing time stability, spatial stability 
and enough distribution weight constraints. 
 
Sub-sampled analysis technique 

In this sub-sampled analysis technique as described in [21], 
we first compute the intersection of a number of background 
subtracted frames which are sampled over a period of time. 
Since the abandoned objects are assumed to be static 
foreground blobs, they will be contained in this intersection 
set. Here, each pixel is assumed to obey the probability law of 
Gaussian distribution while a background subtraction 
process is performing. In addition, the gradual intensity 
changes of each pixel are taken into account for a weight 
function. Then a number of sample foreground marks are 
taken from the last frames to be analyzed. Let the number of 
samples be n, in this case we assume n = 6 and the sample 
frames are denoted by 61 ,, FF  .  

We also denote Fk(i, j), 6,,1k  and B(i, j) as the 

foreground and background for the pixel (i, j) respectively. 
We then define that Fk(i, j) is a foreground pixel if and only if  

),(),(),(),( jijiwjiBjiFk   for 6,,1k , 

where w(i, j) is a weight function due to the gradual intensity 
changes and (i, j) is the standard deviation of the image. It is 
observed that the weight function w(i, j) is directly 
proportional to the values of i. It means that when the value of 
i decreases then w(i, j) decreases and it becomes larger for 
large value of i. After this, the sample foreground marks are 
binarized and symbolized by ),( jiM k  for 6,,1k , such 

that 1),( jiM k  if ),( jiFk  is a foreground pixel and 

0),( jiM k  for otherwise. Then these foreground marks are 

convolved to obtain the intersection set S as the static 
foreground object. In mathematical terms, the set S can be 
expressed as ,621 MMM  S where ‘’ is a 

convolution operator. Since the binarization allows the 
intersection set S to be taken as point-wise multiplication 
over all sampled foreground marks, S indicates a region that 
should be very likely to correspond with stationary objects. 
These processes are illustrated in Fig. 4. 

B. Two-Model based Background Subtraction 

In this category, a detection stage using on the application 
of two background subtraction methods at different frame 
rates is considered in [13], [21]. The two models are based on 
the GMM employing one model for short-term detection 
(updating it every frame) and another for long-term detection 
(updating it every n frames). Short-term Background (SB) is 
adapted faster and the scene changes are introduced more 
quickly on it. On the other hand, Long-term Background 
(LB) is adapted to the changes of the scene at a lower 
learning rate. Then, the foreground masks of the two models 
are computed at every frame and a combination of them is 
performed (see Fig. 5).  
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Fig. 3. Model property analysis diagram. 
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Fig. 4. Illustration of sub-sample analysis. 

IAENG International Journal of Computer Science, 39:3, IJCS_39_3_09

(Advance online publication: 28 August 2012)

 
______________________________________________________________________________________ 



 

Short-term 
Background (SB)

Input video 
image frames

Long-term 
Background (LB)

Short-term
foreground

Long-term 
foreground

Stationary object 
detection

  
Fig. 5. Illustration of Two-Model based Approach. 

 
The first frame of the incoming video is initialized SB. 

Subsequently, the intensity of each pixel of this background 
is compared with the corresponding pixel of the next frame 
(after every 0.4 seconds). If it is less, then the intensity of that 
pixel of background is incremented by one unit, otherwise it 
is decremented by one unit. In case of equality, the pixel 
intensities remain unchanged. This way, even if the 
foreground is changing at a fast pace, it will not affect the 
background but if the foreground is stationary, it gradually 
merges into the background. 

To investigate all those objects which are stationary for a 
long period of time (and thus have gradually merged into the 
background), it is necessary to maintain another set of 
background images called LB. Here, all those pixels which 
do not belong to the prospective static objects set are made 
equal to that of SB. This is done at an interval of every 20 
seconds. 
Difference of the two backgrounds is represented as a binary 
image with the white portion representing foreground 
(blobs). 

III. PROPOSED METHOD 

In this section, we describe a novel solution to detect 
abandoned, removed objects and still person. Fig. 6 shows our 
proposed system architecture which contains three components:  

(a) multiple background subtraction and moving object 
detection, 

(b) stationary object detection process, and 
(c) classifying process for object type. 
In the motion detection process, the multiple backgrounds 

are updated by using statistical analysis. The main motivation 
is that the recently changed pixels that stay static after they 
changed can be distinguished from the actual background 
pixels and the pixels corresponding to the moving regions by 
analyzing the intensity variance in different temporal scales. 
We employ the mixture of pixel processing models along 
with stochastic background and update them based on stable 
indicator set and difference indicator set. Then the motion 
detection process is immediately followed by the shadow 
removal process to discard shadow pixels. For shadow 
removal process, we employ both intensity and texture 
information. Thus, the process can work well for quick 
lighting changes. 

Moreover a mixture of multiple statistical models is used 
to analyze the foreground object for further classification. In 
this analysis, four object types such as moving objects, 
abandoned objects, removed objects (ghosts), and still person 
are to be classified. Different thresholds are used to obtain the 
foreground mask for moving objects and the static region 
mask for stationary objects. With the method proposed in this 
paper, our system can be more robust to illumination changes 
and dynamic background, and it can also work very well even 
if the images of the video are in low quality. In addition, a 
statistical analysis classifier is used to distinguish the 
left-baggage and the still-standing persons, which is a 
problem that is not solved in previous approaches.  
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Fig. 6. Abandoned Object Detection System Architecture. 

A. Novel Background Modeling 

 Generally speaking, most of the surveillance system starts 
with a period of empty scenes to facilitate the construction of 
the original background. In our approach, this constraint is 
not required. Mathematically, background maintenance and 
subtraction can be formulated as a labeling problem in a 
series of images. At any given time, any given pixel is not 
only one element of a particular pixel process, but also one 
element of image. Contextual constraint of both temporal and 
spatial is necessary in the robust labeling. To model the 
temporal and spatial contextual information, our model for 
background has two components. One component processes 
images at pixel level and the other processes images at frame 
level. 
In pixel level process, a background is determined by 
maintaining the most consistent states of each pixel within a 
certain time. With such background, the changed pixels 
which do not fit the requirement are obtained, also pixel 
color, pixel intensity information is used for background 
process. Similarly, moving objects, lighting changes, and 
reflections on floors and walls need to clear up efficiently 
with only stationary objects remaining in the scene. 
However, no matter which kinds of background models are 
applied for object detection, because of the updating rate, the 
pixels belonging to temporary static object may be mistaken 
as a part of the background or the moving regions. 

So, we consider a single background model is not 
sufficient to separate the temporarily static pixels from the 
scene background, and then a new background subtraction 
method based on three backgrounds is developed. Moreover, 
to avoid exhausted scanning of all possible bounding boxes, 
we first introduce two criteria to screen out a small number of 
suspected regions. To become an abandoned object, two 
conditions should be satisfied. First, it should be a 
foreground object. Second, it should remain static in recent 
frames. This means that by comparing the original 

background with the moving foreground regions, we can 
hypothesize whether a pixel corresponds to an abandoned 
item or not. On the other hand, an item stolen is original part 
of the background, when it is taken off from the scene, we 
could also determine whether the pixel belongs to a stolen 
object by the same principle. However, the background 
image cannot always maintain a static state, it must update 
with the changing circumstances. 

Hence three reference background models are established. 
They are named as: 

1)  Frequently-updated Background (FB) model, 
2)  Occasionally-updated Background (OB) model,  
3)  Stochastically-updated Background (SB) model.  
For the first two backgrounds, FB and OB, the user can 

adjust the time interval between the update of reference 
background frames to adapt different needs and 
environments, furthermore, both the backgrounds update 
dynamically, the first one is updated frequently while the 
second one has a slower update rate according to the change 
of the environments. We then aggregate the frame-wise 
motion statistics into a stochastic likelihood image by 
probability based updating the pixel-wise values at each 
frame.  

 
Updating schemes for two backgrounds 

The first frame of the inputting video image is initialized as 
FB and OB respectively in our application, and an improved 
adaptive background updating method is applied by 
constructing two indicator sets based on the time series of 
pixel history.   

The first indicator set, Stable Indicator (SI) set represents 
the number of frequencies that a pixel is in stable state 
between two consecutive frames. Formally, the stable 
indicator set is defined as 

,),(),(),( 1 yxyxSIyxSI           (1) 
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where 1),(1 yx  if the absolute difference between two 

consecutive frames is less than a predefined threshold value 
and 0),(1 yx for otherwise. The initial value for each pixel 

in SI is set to zero.  
The second indicator set, Difference Indicator (DI) set 

indicates the number of frequencies that a pixel is 
significantly different from the background between two 
consecutive frames. This indicator set is to define a condition 
or conditions to be satisfied for a stationary object to become 
a part of background. Specially, the difference indicator set is 
defined as 

,),(),(),( 2 yxyxDIyxDI           (2) 

where 








.1),( if0

,0),( if1
),(

1

1
2 yx

yx
yx




   

The initial value for each pixel in DI is 0. If the pixel belongs 
to the object plane, its value increases by 1.  
 By using the stated two indicator sets along with taking the 
existence of still object and uncovered background into 
account, we define the background updating schemes as 
follows: 
If ,),( and ),( ff ThyxDIThyxSI   

),,(),( yxIyxFB nn    

),(),( yxFByxOB nn  . 

If  ,0),( and ),(  yxDIThyxSI f  

),,(),( 1 yxFByxFB nn    

.),(),( 1 yxOByxOB nn   

If ,0),( if yxSI  

),,(),()1(),( 1 yxIyxFByxFB nnn     

).,(),()1(),( 1 yxFByxOByxOB nnn     

In(x, y) is the pixel value in current frame and α, β is the 
learning rate of two backgrounds. The pixel values of the 
frequently updated backgrounds in two consecutive frames 
represent FBn(x, y) and FBn-1(x, y). In the same way, OBn(x, y) 
and OBn-1(x, y) represent the occasionally updated 
backgrounds, respectively. 
 By using the stated two background updated rules, we 
estimate the corresponding foregrounds. The resultant binary 
foreground maps are named as Frequently-updated 
Foreground (FF) and Occasionally-updated Foreground (OF) 
correspond to FB and OB, respectively. According to the 
updating rules, even if the foreground changes at a fast pace, 
it will not affect the background, but if the foreground is 
stationary, it will gradually merges into the background. This 
fact makes the background model not including the pixels 
which do not belong to the background scene. Moreover, we 
could see that the intensity of each pixel of FB or OB has 
great connection with the corresponding foreground.  
 In this aspect, the combined system of two foreground 
marks (FF, OF) can be in one of four states:  

S1= (1,1), S2= (1,0), S3= (0,1), and S4=(0,0). 
(i)     Case I: The system is in state S1= (1,1). In this case, we 

can interpret this situation as a new moving object come 
into the scene. When a new moving object comes into 
the scene, due to the stability of changes in FB, the 

object motion does not affect significantly on the model. 
Thus, we have the frequent foreground mask as one, i.e. 
FF(x, y) = 1 for pixel (x, y). On the other hand, since the 
OB is updated less frequently a temporary change does 
not affect that much on OF. Thus, we have OF(x, y) = 1. 

(ii) Case II: The system is in state S2= (1,0). This case can be 
interpreted as an uncovered background. This means 
that the corresponding pixel is occluded over a certain 
period of times and then uncovered from occlusion 
scene. This situation makes the occasional foreground 
remains zero. Thus, we have OF(x, y) = 0. However, 
during the occlusion period, the frequent foreground 
can update itself so that FF(x, y) = 1 which lead to the 
system to be in state S2= (1,0). 

(iii) Case III: The system is in state S3= (0,1). In this case, we 
observe that a static pixel is driven into the frequently 
updated background which makes the corresponding 
foreground FF(x, y) = 0. But, if it may not be so long to 
mark the pixel as a scene background, then it will make 
the pixel as the occasional foreground mark such that 
OF(x, y) = 1. Thus, in this situation, we note that the 
detected pixel as a part of the left behind object. In other 
words, this case will lead to a potential candidate 
abandoned object for further analysis. This is the case 
which we will thoroughly investigate to confirm 
whether the detected object is abandoned or removed or 
still person. 

(iv) Case IV: The system is in state S4=(0,0). This state 
shows that the pixel values are not changed in both 
occasional and frequent foregrounds. This means that 
there is no change in the scene backgrounds.  

In summary, the main advantage of this two background 
model is that it can accurately segment object and realize in 
low-computational load. Moreover the current background is 
robust to the sudden change and adapts to the changes in the 
scene are blended more rapidly. In contrast, the occasional 
background is more stable than the frequent background. So, 
stationary object detection could be easily obtained by 
observing the difference between FF(x, y) and OF(x, y). 
These processes are illustrated in Table 1. However, as 
described in Case III, it is necessary to make further 
improvement for better and accurate detection results of an 
abandoned objects. 

 
Stochastically Updated Background Model 

Although the relationship between two backgrounds and 
their relative foregrounds has been discussed in previous, but 
the case FFn(x, y) = 0 and OFn(x, y) = 1 is of great essential 
for detection. Under this condition, a pixel (x, y) may 
correspond to a static object, in the cause of the changed pixel 
already blended in FFn, but not prolonged enough to blend in 
OFn. Thus we will construct a stochastically updated 
background model which gives the stochastic foreground 
likelihood image SF with respect to SB. In order to do so, we 
denote the stochastic foreground likelihood image at time n 
by SFn and the event E represents the simultaneous 
co-occurrence of FFn(x, y) = 0 and OFn(x, y) = 1. The 
probability measure of E is denoted as P(E) and Th1 and Th2 
are predefined thresholds. We then define the stochastically 
updating rule for SFn as follows: 
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


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


 



otherwise0

,)(if1),(

,)(if1),(

),( 121

11

ThEPThyxSF

ThEPyxSF

yxSF n

n

n
   (3) 

According to updating rule in (3), we obtain the likelihood 
foreground image which is able to remove noise while 
detecting the objects. It can also keep the time requirement to 
assign a static pixel as an abandoned item to be minimized. 
The likelihood image also collects the evidence information 
of an object being to be abandoned so that the classification 
process gives accurate results. We then analyze the collected 
evidence scores by comparing with a preset level. This preset 
level is defined based on the number of frames and the 
characteristics of noise structures in the system. It is to be 
noted that the more noisy results in the foreground detection 
process the higher preset level values. In such case, it will 
take longer duration for a pixel to be classified as an 
abandoned object pixel. Construction of three backgrounds is 
illustrated in Fig. 7.  

 
Table I. Analysis of potential events. 

Image 
frames

Occasional 
foreground (OF)

Frequent 
foreground (FF)

Potential 
event

Object present

Object present

Object absent

Object absent
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Object absent

Moving 
object

Candidate 
abandoned object

Uncovered 
background

Scene 
background
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Fig. 7. Frequent, occasional and stochastic background models. 

 It is worthwhile to note that the classification of likelihood 
image is solely dependent one and only one parameter. We 
also observe that the backgrounds and the combination of 
backgrounds are independent of stochastic image predefined 
parameter values. Consequently, it is not necessary to make 
any particular constraints for initializing the background 
modeling process. This property makes our method more 
robust and efficient detection even for the video sequences 
taken by using ordinary consumer cameras in complex 
environments. The power of our method is tested by using the 
video sequences taken in public transportation areas such as 
airports and train stations in real time. Since we can set a 
suitable proportional value of evidence score and likelihood 
parameter through normal observations, the robustness of 
detection process is significantly and well confirmed in our 
experiments. 
 A sample of stationary object detection is illustrated in Fig. 
8. Some examples of image frames in our input video 
sequence are shown in Fig.8(a). The effectiveness of using 
stochastically updated foreground is confirmed through the 
experimental results as shown in Fig.8(b). Even though the 
static human regions are included in the detection result of 
using FF and OF, the results of SF gives only the accurate 
region of the stationary object. 
Shadow removing 

After the background subtraction only the blobs whose area 
is greater than a certain threshold are maintained. 
Unfortunately each preserved blob contains not only the 
relative moving object but also its own shadows. The presence 
of shadows is a great problem for a motion detection system, 
because they alter real size and dimension of the objects. This 
problem is more complex in indoor contexts, where shadows 
are emphasized by the presence of many reflective objects; in 
addition shadows can be detected in every direction, on the 
floor, on the walls but also on the ceiling, so typical shadow 
removing algorithms, that assume shadows in a plane 
orthogonal with the human plane, cannot be used. To prevent 
all these problems, correct shapes of the objects must be 
extracted and to do that a shadow removing algorithm is 
implemented using similar method described in [28]. 

The shadow removing approach described here starts from 
the assumption that a shadow is a uniform decrease of the 
illumination of a part of an image due to the interposition of 
an object with respect to a bright point-like illumination 
source. From this assumption, we can note that shadows 
move with their own objects but also that they do not have a 
fixed texture, as real objects do: they are half-transparent 
regions which retain the representation of the underlying 
background surface pattern. Therefore, our aim is to examine 
the parts
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(a) some frames of input video sequence 
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(b) updating background models and the stationary object detection (at frame 830 and frame 1000) 

Fig. 8. The result of stationary object detection. 
of the image that have been detected as moving regions from 
the previous segmentation step but with a texture 
substantially unchanged with respect to the corresponding 
background. 

To do it, we look for moving points whose intensity ratios 
are similar; differently, moving points belonging to true 
foreground regions will have different ratios. 

In addition, these values will be lower than 1, because of 
the minor light that illuminates the shadow regions. 
Formally, we evaluate, for each candidate point (x, y) the 

ratio as 
),(

),(

yxB

yxI
R

n

n where ),( yxIn and ),( yxBn are the 

intensity value the pixels ),( yx in the current image and in 

the background image, respectively. After this, pixels with 
uniform ratio will be removed. The output of this process 
provides an image with the real shape of the detected objects, 
without noise or shadows. 

B. Abandoned Object Detection Process 

In video surveillance one of the most important 
applications is to distinguish the abandoned or removed 
object from still person. In order to do so, the extracted 
moving objects are to be classified into one of five types; 
Temporary Static object (TS), Moving Person (MP), Still 
Person (SP), Abandoned Object (AO), and Unknown (U), 
using a simple rule-based classifier for the real-time process. 
It uses features such as the velocity of a blob, and exponent 
running average. To classify, we used three critical 
assumptions: 
 Abandoned object does not move by itself, 
 Abandoned object has an owner and 
 the size of the AO is probably smaller than a person. 

If objects were detected, they were initially classified as 
Unknown. Then, using the velocity of the moving object, the 
Unknown was classified as MP or AO. That is to say, if 
Unknown moved at a velocity higher than that of the 
threshold value, Thv for several consecutive frames, it was 
identified as a Moving Person. If Unknown’s velocity was 
below the threshold velocity Thv, it was classified as (TS). If 
Unknown is identified as TS, AO and Still Person were 
distinguished by using the Exponent Running Average 
(ERA). If ERA is greater than a predefined threshold value 
The, the TS is classified as still person and otherwise it will be 
abandoned object. Fig. 9 shows the five types of objects and 
their thresholds. Let V(X) be the velocity of blob X. 

 

Moving 
person (MP)

ERA(SO) < The ?

V(CO) < ThV ? ERA(MP) < The ?

Stationary object (SO)

Still person (SP)

Abandoned object (AO)

Discard

Yes

Yes

No

No

No
Yes

Candidate object (CO)

 

Fig. 9. Object classification of extracted foreground. 

IV. EXPERIMENTAL RESULTS 

In order to confirm the efficiency of our proposed method, 
we conducted some experiments by using our own video 
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sequences taken in international airports and in the university 
campus. In performing experiments we have used only 
normal video camera and have not imposed any restrictions 
on the initial background scenes. For the international airport 
scenario, we have taken ten video sequences in crowded 
environment including check-in counter scene and arrival 
lobby. In addition, the scenes of normal people sitting, 
standing and walking at various patterns are also included. 
Moreover, some people are sitting in very still position. 
These scenarios can be found in our daily life of real world 
environments. This type of realistic conditions has not been 
taken into account in other existing methods. However, our 
proposed method can handle such a real world environment 
successfully and robustly.  

We have also considered partial occlusion and sometimes 
completely occluded for a certain period of times. Moreover, 
we have used various shapes and types of abandoned objects 
and various poses of still people. The experiment videos are 
taken at different venues in various illumination conditions. 
Furthermore, we have also tested our method by using 
PETS2006 datasets which are taken at railway station. 
Altogether, our experimental results are obtained by using 25 
video sequences. The images used here have 320240 pixels 
(QVGA) resolution. 

Fig. 10 shows the detection results for our own video 
sequences in outdoor scene. In this figure, the original image 
frames are shown in the first column. Their related 
frequently-updated background and foreground, FB and FF, 
are described in the second and third columns. Similarly, OB 
and OF are shown in the fourth and fifth column, respectively. 
The stochastically updated foreground SF and the detected 
stationary object regions (the red rectangle) are shown in the 
last columns, respectively.  

We also present some detection results by using our own 
video sequence taken in indoor scene. The video sequences 
are taken at a place near check-in counter in international 
airport. Some sample image frames are shown in Fig.11(a). 

In these images, it can be seen that there are significant 
reflection in the floor areas. This causes the detection 
problem more complex. In such cases, the use of only two 
backgrounds cannot handle to achieve an accurate result as 
seen in Fig.11(d). By using our proposed stochastic 
background model, we can overcome such kind of problems 
and can detect the abandoned object accurately without 
shadow and noise as shown in Fig.11(e). The detected result 
on the image is described in Fig.11(f). Some more examples 
of the experimental results are shown in Fig. 12. In this figure, 
the first two rows show the experimental results of our own 
video sequences and the last row shows the results obtained 
by using PETS2006 datasets video sequence.  

Now we shall present some comparison results of our 
proposed method with some conventional background 
modeling methods, namely single background model and 
dual background model. The experimental findings are 
described as follows:  
(i)     The single background model and dual background 

models cannot handle the drastic background changes 
while our proposed multiple backgrounds model with 
the support of stochastically updated background can 
detect the abandoned objects accurately. 

(ii) The single background model is sensitive to the short 
term illumination changes so that it cannot handle 
situation of reflected ground surface, the wall and so on.  

(iii) Even though the dual background model can cope with 
such short term illumination changes, it detects object 
regions as well as unnecessary surrounding pixels. 

Both traditional models cannot detect the object location 
frame exactly but our multiple background approach has high 
advantage in this aspect which is the most important factor 
for abandoned object detection problems. Moreover, our 
method works well without making any restrictions for the 
initialization. So, our method is useful for surveillance 
applications even though the pure background image is not 
available. 
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Fig. 10. Detail procedure of abandoned object detection (our own video sequence in outdoor environment). 

 

 
(a) some frames of input video sequence 

 

               
(b) Frequently-updated Background (FB)             (c) Occasionally-updated Background (OB)        (d) the difference region between FF and OF 

 

 
(e) Stochastic Foreground (SF)              (f) the detected stationary object 

Fig. 11. The result of stationary object detection in our own video sequence (at international airport). 

 
(a-i) brings a bag       (a-ii) leaves the bag     (a-iii) abandoned object 
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(b-i) carrying a bag      (b-ii) leaves the bag      (b-iii) left-bag 

 

 
(c-i) bag under shadowed area   (c-ii) multiple people walking    (c-iii) abandoned object 

Fig. 12. Examples of detected images: (a, b) sequences of our own datasets and (c) sequence of PETS 2006 datasets. 
 

 
V. CONCLUSIONS 

We have presented a computationally efficient and robust 
method to detect abandoned object in public areas. This 
method uses three backgrounds that are learned by 
processing the input video at different frame rates. After the 
detection of foreground regions, a shadow re-moving 
algorithm has been implemented in order to clean the real 
shape of the detected objects. The proposed object detection 
method works surprisingly well in crowded environments 
and can handle with illustration changes. It can also detect the 
very small abandoned objects contained in low quality 
videos. Due to its simplicity the computational effort is kept 
low and no training steps are required. Finally, we can 
discriminate effectively between abandoned or still person by 
using a simple rule-based algorithm. The reliability of the 
proposed framework is shown by the experimental tests 
performed in big public transportation areas. 
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