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Abstract —Term clustering tries to group words based on the 

similarity criterion between words, so that the groups can be 

used as the dimensions of the vector space in the text 

categorization. We proposed two new similarity criterions, 

which consider the relative contribution of one feature for one 

category relative to other categories and the difference between 

relative contributions of two features. We used the proposed 

methods in hierarchical clustering algorithm, and generated a 

compact and efficient representation of documents. The 

proposed methods are evaluated on three benchmark corpora 

(20-newgroups, reuters-21578 and industry sector), combined 

with two classification algorithms (Support Vector Machines, 

K-Nearest Neighbor), and compared with three similarity 

measures (weighted average KL divergence, City-block, 

Euclidean). The experimental results indicated that the 

performance of the proposed methods are comparative with 

the other methods when Support Vector Machines is used; the 

proposed methods significantly outperform Euclidean and 

City-block and achieve comparative performance with 

weighted average KL divergence when K-Nearest Neighbor 

classifier is used. 

 

Index Terms—term clustering, similarity measure, text 

categorization, relative contribution 

 

I. INTRODUCTION 

utomatic document categorization, which assigns the 

predefined categories to a new text document, is an 

important tool for people to organize the vast amount of 
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digital data in the Internet [1]. The raw documents cannot be 

directly fed into a classifier, so they must be transformed 

into a uniform representation form based on their content [2]. 

Many experiments show that the document representation 

approach based on bag of words (BOW) is a sophisticated 

one [2]. A major characteristic of text categorization is the 

high dimensionality of the feature vector space, which can 

be tens or hundreds of thousands of terms for even a 

moderated size dataset [3, 4]. It is a big hurdle in applying 

many sophisticated learning algorithms to the text 

categorization [5]. Another major characteristic of text 

categorization are the high level of feature redundancy, 

feature irrelevance [4] and sparseness problem [6]. These 

characteristics not only hinder the classification process and 

hurt the performance of the classifier but also bring about 

over-fitting. Because of this, the dimensionality reduction is 

used to reduce the size of the feature vector space [2]. 

The term clustering is one of the dimensionality reduction 

methods [2, 7]. It can create a new, reduced-size feature 

space by grouping words with high similarity [1], and many 

words can be replaced with the centroid or representative 

feature of the corresponding word cluster. There are three 

key benefits of the term clustering: (1) the features that have 

correlations on the class labels assigned to documents are 

considered as a new feature in the reduced-size feature space. 

(2) The term clustering can result in higher classification 

accuracy. (3) The term clustering can provide a good 

solution to the sparseness problem and generate extremely 

compact representations [1, 6, 7]. 

The crucial stage of term clustering is how to measure the 

similarity of the terms [8]. The measurement of the 

similarity between two elements is essential to the most 

clustering procedures. Based on the similarity, one can 

decide which clusters should be combined or where a cluster 

should be split. McGill [9] listed more than 60 different 

similarity functions. The quality of clustering depends on 

whether the similarity metric is appropriate or not. There are 

many similarity measurements which are widely used in 
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clustering, such as weighted average KL divergence [1], 

Euclidean metric [10, 11], City-block metric [12].  

However, not all proximity measures are applicable in 

each environment [13]. Two new similarity measures are 

proposed for term clustering in this paper. The contribution 

of a feature to one category is represented by the sum of 

term frequency occurred in it. The relative contribution of a 

feature occurring in one category relative to other categories 

is considered. If the relative contributions of one feature 

occurring in each category are same as that of the other one, 

there exists the highest similarity between these two features 

in terms of contribution to categorization. The difference 

between the relative contributions of two features is 

regarded as a new similarity measure. To evaluate the 

proposed method, we used two classification algorithms, 

Support Vector Machines (SVM) and K-nearest neighbors 

(KNN) on three benchmark text corpora (20-newsgroups, 

Reuters-21578 and Industry Sector) and compared it with 

three well-known similarity measures (weighted average KL 

divergence, City-block, Euclidean). The experiments show 

that the performance of the proposed methods are 

comparative with the others when Support Vector Machines 

is used; the proposed methods significantly outperform 

Euclidean and City-block and achieve comparative 

performance with weighted average KL divergence when 

K-Nearest Neighbor classifier is used. 

II. RELATED WORK 

Much study has been devoted to word clustering for text 

categorization in recent years. In this section we overview 

the results which are most relevant to our study.  

Word clustering is firstly investigated and used in text 

categorization by Lewis [14]. Lewis used reciprocal nearest 

neighbor (RNN) clustering for clustering terms. The 

reciprocal nearest neighbor clustering consists of two items, 

one is the nearest neighbor of the other one according to the 

similarity measure. Lewis chose a probabilistic approach to 

text categorization and his results were inferior to those 

obtained by word indexing. 

Baker & McCallum [1] introduced the distributional 

clustering to document classification with a Naïve Bayes 

classifier. Differed from other similarity metrics, the 

distributional clustering calculated the probability 

distribution over the class introduced by the different words 

to be clustered. The Kullback-Leibler divergence, which is 

an information theoretic measurement, was used to exactly 

measure the difference between two probability distributions. 

Baker and McCallum found that the distributional clustering 

is better than feature selection with regard to preserving the 

information contained in redundant features. The 

experimental results showed that the categorization based on 

word clustering can maintain good performance and keep a 

significantly more compact representation. 

III. ALGORITHM DESCRIPTION 

A.  Motivation 

Baker and McCallum [1] considered the probability 

distribution of a particular word wt over classes C can be 

described as P(C|wt) . When word wt and ws are clustered 

together, the new distribution is the weighted average of the 

distribution of word wt and ws. Table I lists the term 

frequencies of three features in 10 categories and the class 

probability distributions for these features. The numbers in 

the parentheses are the class probability distributions. The 

class distribution curves of three features are shown in Fig 1. 

The horizontal axis is the list of class labels. The vertical 

axis indicates the probability of a term over each class. The 

curve in Fig 1 can be interpreted as the probability 

distribution of a feature against classes. It can be seen from 

Fig 1 that the shape of the probability distribution of feature 

1 is quite similar to that of feature 2 and dissimilar to that of 

feature 3. Thus the feature 1 and feature 2 can be clustered 

together according to the idea of distributional clustering.  

The probability distributions of words over each class are 

considered as the similarity metric in distributional 

clustering of words [1]. Inspired by the probability 

distributions of one word over each class, we believed the 

differences of term frequencies of a feature occurring in 

various categories could be regarded as the level of the 

contributions of the feature to each class in the context of 

document classification. The term frequencies of a feature 

occurring in various categories are the points in a 

two-dimensional space, which consists of the term 

frequency and class label. Similar to the class probability 

distribution curve in the distributional clustering, the term 

frequencies of a feature occurring in various categories are 

joined and form a contribution line in term frequency 

against class label plane. The contribution curves of three 

features listed in Table I are shown in Fig 2. The horizontal 

axis has ticks for list of class labels. The vertical axis 
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indicates the term frequencies of a feature occurring in 

various classes. It can be seen from Fig 2 that the differences 

among relative contributions of three features are equal to 

zero if their positions in two-dimensional space are not 

considered. In respect of the document classification, the 

relative contributions of three features to each class are 

identical. Therefore, these features should be clustered 

together. 

 

TABLE I 

THE TERM FREQUENCIES AND THE PROBABILITIES OF THREE FEATURES OVER 10 CATEGORIES. 

 C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 

Feature 1 115(0.2174) 103(0.1947) 104(0.1966) 200(0.3781) 190(0.3592) 109(0.2060) 114(0.2155) 103(0.1947) 107(0.2023) 101(0.1909) 

Feature 2 85(0.2191) 73(0.1881) 74(0.1907) 170(0.4381) 160(0.4124) 79(0.2036) 85(0.2191) 74(0.1907) 75(0.1933) 73(0.1881) 

Feature 3 15(0.0605) 3(0.0121) 4(0.0161) 100(0.4032) 90(0.3629) 9(0.0363) 15(0.0605) 4(0.0161) 5(0.0202) 3(0.0121) 

 

 

Fig 1. The probability distribution curves of feature 1, 2 and 3 over various 

categories. 

 

Fig 2. The contribution curve of feature 1, 2 and 3 for classification. 

 

 

Fig 3. Two pairs of contribution curves, one is similar and the other is dissimilar. 
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B. Similarity measurement 

It is assumed that the contribution curves of two features 

can be described as two vector X = {x1, x2, … , xn} and Y = 

{y1, y2, … , yn}; xi and yi, i∈[1, n], n≥2 are the term 

frequencies of two different features occurring in category ci, 

respectively. We believe that if the distances (di = xi – yi) 

between corresponding elements of two vectors are equal or 

approximately equal, the relative contribution of the two 

features for classification should be similar to each other. 

Fig 3 shows two pairs of contribution curves of two features. 

di, i ∈ [1, 10], is the distance between corresponding 

elements of two vectors. The two contribution curves drew 

in Fig 3 (a) are similar to each other because of that the 

distances between corresponding elements of two vectors 

are equal; the two curves drew in Fig 3 (b) are not similar to 

each other because of that d4 and d5 are significantly greater 

than others. 

In this paper, we proposed two approaches to measure the 

similarity between contribution curves of two features.  

In the first approach, we use the variance of the 

differences between corresponding elements in two vectors 

to measure the similarity between two contribution curves, 

called Relative Contribution 1. The smaller the variance is, 

the more similar the relative contributions of two features 

are. Specially, if the variance is equal to zero, the relative 

contribution of two features are identical. The measure of 

the similarity between two vector X = {x1, x2, … , xn} and Y 

= {y1, y2, … , yn} corresponding to two features is listed as 

follows: 

   
2

1 1

1 1
( , )

1

n n

i i i i

i i

d X Y x y x y
n n 

 
      

 
 

In the second approach, we use the difference between 

two adjacent elements in one vector as the relative 

contribution of these elements to categorization, called 

Relative Contribution 2. We firstly calculate the difference 

between two adjacent elements in one vector, and then 

calculate the difference between two vectors. The measure 

of the similarity between two vector X = {x1, x2, … , xn} and 

Y = {y1, y2, … , yn} corresponding to two features is listed as 

follows: 
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1
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C.  Document representation 

After all the terms are grouped into K clusters, every 

document in the training set and test set will be represented 

as a vector in which the words occurring in the document 

will be mapped into K clusters. For instance, Table II is the 

list of words and their term frequencies in one document. 

Table III indicates 10 clusters created by them. In our 

experiment, the document is represented as a vector, where 

the element value is the sum of term frequencies of terms 

included in the same cluster. Thus, the document listed in 

Table II can be represented by {6, 13, 6, 1, 7, 2, 1, 2, 3, 2}.   

IV. EXPERIMENTAL SETUP 

A.  Datasets and preprocessing  

For the document data which is expected to be available 

for term clustering, it is first converted into a term list. In the 

experiment, the stop-words are removed and the stemmer 

program processes the different forms of the same word root 

[15]. We used a stop-words list, which contains 571 words. 

For the stemmer program, we used the Porter’s stemming 

algorithm (http://tartarus.org/~martin/PorterStemmer/). The 

details are shown as follows: 

1. Identify all words in the training set and make a list of 

terms. 

2. Remove stop-words and apply the stemming algorithm 

to each word in the list. 

3. Build a matrix M: each column (j) is a category in the 

training set, and each row (i) is a term in the list. The 

M(i,j) is the sum of term frequency of the ith term 

occurs in the jth category.  

In order to evaluate the performance of the proposed 

method, three benchmark datasets - 20-Newsgroups, 

Reuters-21578 and Industry Sector - were used in our study.  

The 20-Newgroups were collected by Ken Lang (1995) 

and has become one of the standard corpora for text 

categorization. It contains 19997 newsgroup postings, and 

all documents were evenly assigned to 20 different UseNet 

groups. In our study, we only consider three categories such 

as “talk.politics.guns”, “talk.politics.mideast” and 

“talk.politics.misc”. We ignore the UseNet header and only 

consider the content of the document when tokenizing the 

document. 
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TABLE II 

LIST OF WORDS AND THEIR TERM FREQUENCIES IN ONE DOCUMENT. 

word number word number word number 

hong 2 share 3 own 1 

kong 2 total 1 fund 1 

firm 2 outstanding 1 publicly 1 

stake 3 common 2 held 1 

washington 1 stock 2 zealand 1 

industrial 2 filing 1 company 1 

equity 2 security 1 bought 2 

pacific 1 exchange 1 disclose 1 

investment 2 commission 1 earlier 1 

raise 1 principally 1 month 1 

 

TABLE III 

LIST OF 10 CLUSTERS CREATED BY THE WORDS OCCURRING IN TABLE II. THE NUMBER IN THE PARENTHESES IS THE SUM OF TERM 

FREQUENCIES OF WORDS OCCURRING IN THE SAME CLUSTER. 

C-1(6) C-2(13) C-3(6) C-4(1) C-5(7) C-6(2) C-7(1) C-8(2) C-9(3) C-10(2) 

hong stake company outstanding common month total disclose held principally 

kong exchange own  publicly earlier  security raise commission 

zealand investment firm  pacific    filing  

washington fund industrial  share      

 stock         

 bought         

 equity         

 

The Reuters-21578 corpus contains 21578 stories taken 

from the Reuters newswire. All stories are non-uniformly 

divided into 135 categories. In this paper, we only consider 

the top 10 categories such as “Earn”, “Acquisition”, 

“Money-fx”, “Grain”, “Crude”, “Trade”, “Interest”, 

“Wheat”, “Ship” and “Corn”. There are 9982 documents in 

top 10 categories. 

The Industry Sector corpus, made available by Market 

Guide Inc. (www.marketguide.com), consists of company 

web pages classified in a hierarchy of industry sectors [16]. 

There are 6440 web pages attached to 12 root classes and 

then hierarchically partitioned into 71 classes. In this paper, 

we only consider 7 root classes, such as 

“capital.goods.sector”, “conglomerates.industry”, 

“consumer.non-cyclical.sector”, “energy.sector”, 

“healthcare.sector”, “transportation.sector” and 

“utilities.sector”. 

B.  Clustering algorithm 

Clustering [17, 18], which is a method of unsupervised 

learning, is a common technique for statistical data analysis 

applied in many fields, such as machine learning, data 

mining, pattern recognition and information processing. 

There exist many different approaches for clustering, such 

as Hierarchical Clustering, Nearest Neighbor Clustering, 

K-means Clustering [19] and Expectation Maximization, 

and so on. The partitions generated by hierarchical 

clustering algorithm are more versatile than those generated 

by other clustering algorithms [20]. In cluster-based 

document retrieval, the hierarchical clustering algorithm 

performed better than other clustering algorithms [20]. The 

results of hierarchical clustering are usually presented in a 

dendrogram which represents the nested grouping of data 

and similarity levels at which groupings change [20]. In 

hierarchical clustering, the number of cluster need not be 

known in advance and can be determined based on the 

dendrogram by the really requirements [21]. The strategies 

of hierarchical clustering generally fall into two types. One 

is agglomerative hierarchical clustering that begins with 

each element as a separate cluster and merge them into 
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larger clusters. The other is divisive hierarchical clustering 

that begins with the whole set and proceed to divide it into 

smaller clusters. In this paper, the agglomerative 

hierarchical clustering algorithm developed by Hoon, et al. 

[22] was adopted. 

C.  Similarity Measure 

The similarity measures, which are used to compare with 

the proposed method, are detailed in this section. 

The KL divergence to mean, which is the average of the 

KL divergence of each distribution, is used in distributional 

clustering [1]. Baker and McCallum used the weighted 

average instead of the simple average. The weighted average 

KL divergence is defined as follows: 

( ) ( ( | ) || ( | ))
t t t s

d P w D P C w P C w w   

( ) ( ( | ) || ( | ))
s s t s

P w D P C w P C w w   

where P(wt) and P(ws) are the probability of the word wt and 

ws occurring in the training set, respectively; P(C|wt) and 

P(C|ws) are the contribution of the word wt and ws to 

classification, respectively; P(C|wt∨ws) is the contribution 

of cluster in which the word wt and ws are combined to 

classification. D(P(C|wt)||P(C|wt∨ws)) is the measure of 

inefficiency that occurs when messages are sent according to 

one distribution, P(C|wt), but encoded with a code that is 

optimal for a different distribution, P(C|wt∨ws).  

The City-block metric, which is known as the Manhattan 

distance, is the sum of distances along each element in 

vector X = {x1, x2, … , xn} and Y = {y1, y2, … , yn}. 

1

1
| |

n

i i

i

d x y
n 

 
 

The Euclidean metric is one of the most common types of 

distance. It is the geometric distance in the multidimensional 

space. The Euclidean distance between two points in 

n-dimension space X = {x1, x2, … , xn} and Y = {y1, y2, … , 

yn} can be computed as follows: 

 
2

1

n

i i

i

d x y


 
 

D.  Classifiers 

Many classifiers are used in text categorization in recent 

years, such as Naïve Bayes (NB), K-nearest neighbor 

(KNN), Support Vector Machines (SVM)[23], Rocchio, and 

so on. Compared with the state-of-art methods, Support 

Vector Machines is a higher efficient classifier in text 

categorization. There is much empirical support for using 

Support Vector Machines for text categorization [6, 24, 25]. 

The published results show that KNN is quite effective and 

its performance is comparable to that obtained by SVM [2]. 

In this paper, we use SVM and KNN to compare the 

performance of various clustering methods.  

Support Vector Machines is based on the structural risk 

minimization principle for computational learning theory, 

and it was originally developed by Drucker, et al. [26] and 

applied to text categorization by Joachims [3]. Since 

Joachims [3] thought that most of the text categorization 

problems are linearly separable, the linear kernel for SVM is 

selected. In this study, we use LIBSVM toolkit [27]. C-SVM 

[28, 29] is selected and the penalty parameter C is 1. 

KNN [30, 31] is a simple machine learning algorithm that 

makes decision depending on the major category labels 

attached to the k training documents which are similar to the 

test object, and it is a type of instance-based classifier or 

lazy learner, since the decision is made until all the objects 

in the training set are scanned [2]. We used k=30 in this 

experiment, and the cosine distance was used as the measure 

of document similarity. 

E.  Evaluations 

The classification effectiveness in text categorization is 

usually measured in terms of the precision (P) and recall (R) 

[2] which are originally defined for binary classification 

[24]. To compute the averaged estimates in multiclass 

classification context, the micro-averaging method and 

macro-averaging method are used [25]. The 

micro-averaging measure and macro-averaging measure are 

computed as follows: 

1

1
( )
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i ii
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where TPi is the amount of the documents which are 

correctly classified to category ci; FPi is the amount of the 

documents which are misclassified to the category ci; FNi is 

the amount of the documents which are belong to category ci 

and misclassified to other categories; |C| is the amount of the 

categories. 

The accuracy, which is defined to be the percentage of 

correctly labeled documents in test set, is widely used in text 

categorization [6, 15, 32-34]. The formula of the accuracy is 

defined as follows: 

TP TN
Accuracy

TP TN FP FN




  
 

 

F.  Validation 

In order to validate the text representation method based 

on word clusters created by the proposed method, the 5×2 

fold cross validation [35] is used in this paper. We perform 5 

replications of 2-fold cross validation. In each replication, 

the documents in corpus are randomly partitioned into two 

equal-sized subsets (A and B). The learning algorithm is 

trained on subset A and tested on subset B, and then trained 

on subset B and tested on subset A. So 10 performance 

estimates are produced in 5×2 fold cross validation.  

V. RESULTS 

A.  Results on 20-Newsgroups corpus 

Table IV and Table V show the micro F1 measures of 

Support Vector Machines and K-Nearest Neighbor when 

five similarity measures are used in hierarchical clustering 

algorithm on 20-newsgroups. It can be seen from Table IV 

that the performance of the proposed methods outperforms 

that of the other similarity measures in terms of micro F1 

when the number of clusters is 100, 200 or 300, respectively. 

Table V shows that the performance of the Relative 

Contribution 1 is superior to that of the other similarity 

measures when the number of the clusters is 800, 900 or 

1000. The macro F1 measures of Support Vector Machines 

and K-Nearest Neighbor when five similarity measures are 

used in hierarchical clustering algorithm on 20-newsgroups 

are listed in Table VI and Table VII. It can be seen from 

Table VI that the performance of the proposed methods 

outperforms that of the other similarity measures in terms of 

macro F1 when the number of clusters is 100, 200 or 300, 

respectively. Table VII shows that the performance of the 

Relative Contribution 1 is superior to that of Cityblock and 

Euclidean except for the number of the clusters is 500 or 

600. Moreover, the performance of the Relative 

Contribution 1 is superior to that of WeightedKLD when the 

number of the clusters is 800, 900 or 1000. Fig 4 indicates 

the accuracy curves of SVM and KNN when five similarity 

measures are used on 20-newsgroups, respectively. It can be 

seen from Fig 4(a) that the proposed methods achieve better 

perfomance with fewer clusters. Fig 4(b) indicates that the 

accuracy performance of the proposed methods is superior 

to that of other similarity measures when the number of 

clusters is greater than 700. 

B. Results on Reuters-21578 corpus 

Table VIII and Table IX show the micro F1 measures of 

Support Vector Machines and K-Nearest Neighbor when 

five similarity measures are used in hierarchical clustering  

 

 

TABLE IV 

THE MICRO F1 OF SUPPORT VECTOR MACHINES BASED ON 20-NEWSGROUPS. 

 100 200 300 400 500 600 700 800 900 1000 

Relative Contribution 1 87.00 85.60 84.63 84.63 84.80 84.70 84.98 85.14 84.98 84.92 

Relative Contribution 2 86.37 84.81 85.92 84.53 84.73 84.94 84.99 84.95 85.25 85.13 

WeightedKLD 85.98 84.06 85.57 85.46 85.61 85.66 85.44 85.32 85.31 85.26 

Cityblock 85.93 83.85 84.88 85.32 85.18 86.32 86.26 86.42 86.52 86.77 

Euclidean 85.74 84.18 85.54 85.32 85.57 85.95 86.45 86.67 86.37 86.77 

 

IAENG International Journal of Computer Science, 40:3, IJCS_40_3_08

(Advance online publication: 19 August 2013)

 
______________________________________________________________________________________ 



algorithm on Reuters-21578. Table X and Table XI show the 

macro F1 measures of Support Vector Machines and 

K-Nearest Neighbor when five similarity measures are used 

in hierarchical clustering algorithm on Reuters-21578. Fig 5 

draws the accuracy curves of SVM and KNN when five 

similarity measures are used in hierarchical clustering on 

Reusters-21578, respectively. It can be seen from Table VIII 

- XI and Fig 5 that the performance of the proposed 

measures is only inferior to that of the WeightedKLD and 

superior to that of Cityblock and Euclidean. 

 

TABLE V 

THE MICRO F1 OF K-NEAREST NEIGHBOR BASED ON 20-NEWSGROUPS. 

 100 200 300 400 500 600 700 800 900 1000 

Relative Contribution 1 80.31 82.73 81.91 80.99 80.87 80.95 82.52 84.36 84.1 83.87 

Relative Contribution 2 80.67 81.8 81.14 80.67 81.01 81.29 80.83 81.52 83.03 82.73 

WeightedKLD 84.10 83.93 84.12 83.34 83.70 83.02 82.77 82.48 82.87 83.29 

Cityblock 77.50 78.82 81.28 79.98 80.51 82.15 82.15 83.04 82.87 82.34 

Euclidean 79.26 79.23 80.96 79.97 81.36 82.34 82.35 83.24 83.42 82.90 

 

TABLE VI 

THE MACRO F1 OF SUPPORT VECTOR MACHINES BASED ON 20-NEWSGROUPS. 

 100 200 300 400 500 600 700 800 900 1000 

Relative Contribution 1 86.98 85.58 84.59 84.60 84.77 84.68 84.92 85.09 84.89 84.85 

Relative Contribution 2 86.34 84.79 85.89 84.47 84.66 84.91 84.94 84.91 85.21 85.09 

WeightedKLD 85.92 83.99 85.47 85.37 85.54 85.62 85.37 85.23 85.23 85.20 

Cityblock 85.90 83.82 84.85 85.29 85.15 86.29 86.21 86.36 86.48 86.73 

Euclidean 85.70 84.12 85.51 85.29 85.53 85.92 86.41 86.62 86.33 86.72 

 

TABLE VII 

THE MACRO F1 OF K-NEAREST NEIGHBOR BASED ON 20-NEWSGROUPS. 

 100 200 300 400 500 600 700 800 900 1000 

Relative Contribution 1 80.12 82.60 81.63 80.79 80.75 80.84 82.40 84.31 84.04 83.80 

Relative Contribution 2 80.39 81.55 80.79 80.25 80.63 81.17 80.68 81.39 82.90 82.59 

WeightedKLD 84.04 83.83 84.07 83.25 83.61 82.92 82.64 82.34 82.77 83.18 

Cityblock 76.69 77.86 80.69 79.19 79.88 81.63 81.54 82.45 82.39 81.72 

Euclidean 78.81 78.47 80.32 79.16 80.90 81.93 81.82 82.89 83.01 82.40 

 

Fig 4. the accuracy curves of Support Vector Machines and K-Nearest Neighbor used on 20-Newsgroups, respectively. 
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TABLE VIII 

THE MICRO F1 OF SUPPORT VECTOR MACHINES BASED ON REUTERS-21578. 

 100 200 300 400 500 600 700 800 900 1000 

Relative Contribution 1 62.49 63.26 63.15 63.51 63.44 63.46 63.40 63.40 63.13 63.30 

Relative Contribution 2 62.27 62.92 63.04 63.28 63.01 62.89 63.18 63.45 63.42 63.41 

WeightedKLD 62.32 63.69 63.82 63.98 63.78 63.90 63.66 63.84 63.68 63.71 

Cityblock 56.93 59.03 61.14 61.63 61.90 62.38 62.79 62.92 63.44 63.03 

Euclidean 62.84 62.57 61.30 61.70 62.34 62.84 62.94 62.94 63.15 63.37 

TABLE IX 

THE MICRO F1 OF K-NEAREST NEIGHBOR BASED ON REUTERS-21578. 

 100 200 300 400 500 600 700 800 900 1000 

Relative Contribution 1 58.79 60.14 59.07 58.61 58.44 58.37 58.07 58.12 57.86 57.42 

Relative Contribution 2 58.35 61.21 59.66 60 59.53 59.41 59.38 59.02 58.65 57.48 

WeightedKLD 59.93 63.75 63.74 63.27 62.88 62.27 61.76 61.08 61.08 60.80 

Cityblock 40.06 42.92 44.56 46.17 47.63 49.33 50.49 51.13 52.50 53.16 

Euclidean 57.29 43.31 45.99 47.81 49.02 50.95 52.28 53.00 53.94 55.11 

TABLE X 

THE MACRO F1 OF SUPPORT VECTOR MACHINES BASED ON REUTERS-21578. 

 100 200 300 400 500 600 700 800 900 1000 

Relative Contribution 1 59.90 59.88 60.03 60.01 60.02 59.92 59.78 59.79 59.71 59.67 

Relative Contribution 2 59.06 59.79 60.01 60.04 59.64 59.70 59.72 59.82 59.75 59.61 

WeightedKLD 59.56 60.74 60.57 60.65 60.50 60.31 60.15 60.17 60.16 60.09 

Cityblock 53.44 55.28 57.05 57.82 58.04 58.38 58.64 58.85 59.13 59.26 

Euclidean 59.73 59.53 57.46 57.84 58.39 58.52 58.91 59.13 59.35 59.57 

TABLE XI 

THE MACRO F1 OF K-NEAREST NEIGHBOR BASED ON REUTERS-21578. 

 100 200 300 400 500 600 700 800 900 1000 

Relative Contribution 1 55.62 57.00 56.04 55.74 56.01 55.70 55.31 55.41 54.97 54.77 

Relative Contribution 2 55.21 58.24 56.42 56.86 56.33 56.47 56.49 56.18 55.70 54.83 

WeightedKLD 57.89 61.19 61.38 60.94 60.67 59.88 59.32 58.76 58.50 58.19 

Cityblock 37.48 40.59 41.93 43.64 45.25 47.17 48.41 49.07 50.50 51.23 

Euclidean 54.47 41.05 43.62 45.71 46.93 49.14 50.37 51.16 52.23 53.58 

 

Fig 5. the accuracy curves of Support Vector Machines and K-Nearest Neighbor used on Reuters-21578, respectively. 
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C.  Results on Industry-Sector corpus 

Table XII and Table XIII show the micro F1 measures of 

Support Vector Machines and K-Nearest Neighbor when 

five similarity measures are used in hierarchical clustering 

algorithm on Industry Sector corpus. Table XIV and Table 

XV show the macro F1 measures of Support Vector 

Machines and K-Nearest Neighbor when five similarity 

measures are used in hierarchical clustering algorithm on 

Industry Sector corpus. It can be seen from Table XII and 

Table XIV that the performance of SVM combined with the 

Relative Contribution 2 is superior to that of other similarity 

measures when the number of clusters is 900 or 1000. Table 

XIII and Table XV indicate that the performance of KNN 

combined with the Relative Contribution 1 is superior to that 

of other similarity measures when the number of clusters is 

800 or 900. Fig 6 shows the accuracy of SVM and KNN 

when five similarity measures are used in hierarchical 

clustering on Industry Sector corpus. Fig 6(a) indicates that 

the accuracy curve of SVM combined with the proposed 

method is higher than that with other methods when the 

number of clusters is 600, 700 or 800. Fig 6(b) shows that 

the accuracy curve of KNN combined with the Relative 

Contribution 1 is higher than that with the other methods 

when the number of clusters is 700, 800 or 900.  

 

TABLE XII 

THE MICRO F1 OF SUPPORT VECTOR MACHINES BASED ON INDUSTRY-SECTOR. 

 100 200 300 400 500 600 700 800 900 1000 

Relative Contribution 1 48.72 50.78 51.51 53.27 53.41 55.44 56.67 58.59 57.85 59.06 

Relative Contribution 2 49.73 51.11 51.74 54.82 56.24 55.71 57.06 58.13 59.19 60.19 

WeightedKLD 51.81 57.51 56.17 56.13 56.96 56.90 57.75 58.83 59.18 59.26 

Cityblock 46.48 50.11 52.18 53.48 54.19 54.22 54.64 54.82 55.80 57.15 

Euclidean 49.47 50.25 51.38 51.81 54.64 55.06 57.69 57.70 59.04 59.42 

TABLE XIII  

THE MICRO F1 OF K-NEAREST NEIGHBOR BASED ON INDUSTRY-SECTOR.  

 100 200 300 400 500 600 700 800 900 1000 

Relative Contribution 1 39.08 40.65 43.84 44.13 45.37 48.04 48.18 50.77 51.56 52.08 

Relative Contribution 2 38.09 39.05 39.62 44.89 44.53 48.47 49.09 49.41 49.57 52.32 

WeightedKLD 46.10 49.57 48.87 47.90 47.56 45.12 45.83 47.91 48.87 49.52 

Cityblock 32.56 36.38 40.37 38.71 42.12 43.38 42.82 45.04 42.99 45.90 

Euclidean 36.20 37.88 41.22 44.49 45.50 47.36 48.51 50.70 50.99 52.69 

TABLE XIV  

THE MACRO F1 OF SUPPORT VECTOR MACHINES BASED ON INDUSTRY-SECTOR.  

 100 200 300 400 500 600 700 800 900 1000 

Relative Contribution 1 47.87 50.07 51.04 52.59 52.96 54.95 55.90 57.80 57.04 58.19 

Relative Contribution 2 48.07 50.21 51.15 53.90 55.29 54.63 55.90 57.13 58.16 58.98 

WeightedKLD 49.39 54.69 53.76 54.40 55.30 55.35 56.32 57.34 57.76 58.07 

Cityblock 45.22 49.36 51.60 53.01 53.85 53.78 54.19 54.40 55.30 56.62 

Euclidean 48.35 49.75 50.92 51.31 54.19 54.65 57.07 56.81 58.08 58.64 

TABLE XV 

THE MACRO F1 OF K-NEAREST NEIGHBOR BASED ON INDUSTRY-SECTOR. 

 100 200 300 400 500 600 700 800 900 1000 

Relative Contribution 1 35.42 36.70 38.54 40.09 41.21 42.78 43.55 45.62 46.37 47.18 

Relative Contribution 2 34.12 35.68 35.07 39.53 40.31 42.53 43.23 43.67 44.28 47.38 

WeightedKLD 43.39 46.77 47.11 45.44 45.12 42.60 43.68 45.05 45.54 46.18 

Cityblock 28.81 33.17 34.94 35.61 38.21 39.34 39.25 40.03 39.08 41.31 

Euclidean 32.40 34.29 36.71 38.16 41.01 42.11 43.08 44.94 45.30 47.38 
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Fig 6. the accuracy curves of Support Vector Machines and K-Nearest Neighbor used on Industry-Sector, respectively. 

VI. ANALYSIS AND DISCUSSION 

The evaluation for clustering results to find the 

partitioning that best fits the underlying data is one of the 

most important issues in cluster analysis [36, 37]. There are 

many cluster validation indices that have been proposed to 

validate the quality of the clusters in the literature [38]. 

Davies and Bouldin [39] presented a validation index which 

can infer the appropriateness of various divisions of the data. 

The Davies-Bouldin index has a low computational 

complexity. So we chose it to validate the quality of the 

clusters produced by the proposed method. Its formula is 

listed as follows: 

1 1,..., ;

1

( , )
max

M

i j

i j M j i i j

DB
M d c c

 

  




 
 
 

  

where M is the number of the clusters; σi (σj) is the average 

distance of all elements in cluster i (j) to their cluster center 

ci (cj); d(ci, cj) is the distance between the cluster centers ci 

and cj. The range of DB is [0, ∞] and the lower value is for a 

good clustering [38]. 

 

Table XVI lists the Davies-Bouldin indices of the clusters 

when various similarity measures are used and all words in 

feature vector space are clustered into k clusters. The k is 

equal to 100, 200, 300, 400, 500, 600, 700, 800, 900 or 1000. 

Due to the value of that is too large to display, the 

Davies-Bouldin indices of clusters generated by City-block 

and Euclidean are not listed in Table XVI. It can be seen 

from Table XVI that the quality of clusters generated by the 

proposed method is the best. However, there exists a 

problem that the quality of term cluster is not consistent 

with the performance of classifiers based on the term cluster.  

We ran our experiments on an Intel Core2 Q6600 2G 

RAM PC under windows XP. Due to the limitation of 

memory, the size of the feature space must be less than 

25000; otherwise, the clustering software will prompt that 

the memory is insufficient for clustering. In our experiments, 

we chose a part of corpora (20-newsgroups, reuters-21578 

and industry sector) to ensure that the size of the feature 

space is less than 20000. The clustering based on the 

proposed method run about one hour. 

 

TABLE XVI 

THE DAVIES-BOULDIN INDICES OF THE CLUSTERS GENERATED BY VARIOUS SIMILARITY MEASURES ON THREE TEXT CORPORA. 

Dataset Similarity measure 100 200 300 400 500 600 700 800 900 1000 

20- 

newgroups 

Relative Contribution 1 0.1792 0.1946 0.1752 0.1649 0.1606 0.1517 0.1666 0.1607 0.1477 0.1192 

weightedKLD 0.2550 0.2106 0.2110 0.1897 0.1775 0.1719 0.1610 0.1487 0.1353 0.1218 

Reuters- 

21578 

Relative Contribution 1 0.2633 0.2217 0.2028 0.1930 0.1941 0.1814 0.1809 0.1766 0.1823 0.1787 

weightedKLD 0.2643 0.2313 0.2498 0.2621 0.2632 0.2638 0.2655 0.2609 0.2661 0.2543 

Industry 

Sector 

Relative Contribution 1 0.2930 0.2560 0.2272 0.2288 0.2077 0.1978 0.1879 0.1888 0.1796 0.1669 

weightedKLD 0.3104 0.3103 0.3297 0.3465 0.3219 0.3293 0.3097 0.2890 0.2782 0.2684 

IAENG International Journal of Computer Science, 40:3, IJCS_40_3_08

(Advance online publication: 19 August 2013)

 
______________________________________________________________________________________ 



VII. CONCLUSION 

We proposed two new similarity measure methods, which 

use the relative contribution of a feature for categories as the 

measure criterion. The proposed similarity metric is used in 

term clustering for text categorization and can reduce the 

feature space by one to three orders of magnitude while 

losing only a few percent in classification performance.   

We evaluated the proposed methods on three benchmark 

corpora (20-newgroups, reuters-21578 and industry sector), 

using two classification algorithms (Support Vector 

Machines, K-Nearest Neighbor), and compared with three 

well-known similarity measures (weighted average KL 

divergence, City-block, Euclidean). The results show that 

the performance of the proposed methods is comparative 

with that of other methods when Support Vector Machines is 

used; the proposed methods significantly outperform 

Euclidean and City-block ， and achieve comparative 

performance with weighted average KL divergence when 

K-Nearest Neighbor classifier is used. Moreover, the quality 

of the clusters generated by the proposed method is the best. 

In the future, the relationship between the quality of a 

cluster and the performance of classifiers based on the 

cluster is a research focus for us.   
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