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Abstract—For a selection of software applications well-fitting to business needs, accurate knowledge of the needs and available technical skills are required. In a survey we conducted, most of the participants indicated that they consult industry solutions and employ Internet search engines to find suitable software products. However, since a keyword search does not consider semantics of terms describing software characteristics, pertinent search results might not be retrieved. We made a hypothesis that the addition of semantics describing software characteristics could assist in finding software-related information in a more structural way, which would improve such a search. In order to support the software selection decision we investigated the application of semantic web technology. In addition, we proposed a new approach for an information exchange between software providers and consumers, with the aim of a platform-independent information management. For the description of software products we employed a Resource Description Framework and SPARQL for further querying their descriptions. Our prototype, assisting in cross-platform information exchange and structured search, demonstrated an information exchange between software vendors and customers. This allows users who purchase software to be supported in their decision, and software developers to receive feedback for further software improvement. Experiments with the prototype revealed a performance overhead of SPARQL queries when compared to MySQL database queries. It is proposed that further optimization for SPARQL queries is needed in order to improve the response time of working with triple store. Overall, the test outcomes demonstrated that the proposed solution supports the process of selecting software and has the potential of improving IT infrastructure management practices.
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I. INTRODUCTION

It has been recognized that a well organized IT infrastructure has a positive impact on business performance. This is why IT assets should be properly chosen, particularly when they are of importance for an organization. However, software acquisition is a complex process, requiring an understanding of technical and business issues involved. When business processes depend on relevant technologies, system and resource requirements which are not well defined can lead to deployment failures. Ill-suited or low quality solutions can be devastating for businesses. Software faults can lead to significant financial losses and even bankruptcy. Some companies try to minimize risks of software development. For this, improving communication between stakeholders such as software developers and their customers is paramount.

On the other hand, software management policies by Dell, Distributed Management Task Force Standard, Microsoft guidelines, and ISO/IEC 19770 regulations can be employed while managing and acquiring IT assets. The applied system approach helps to minimize the risks of project failure. However, regulations become quickly obsolete and often fail to provide information on how and where from software can be purchased.

Moreover, Information Technology (IT) is developing rapidly and constantly new solutions appear. To cope with this, search engines and web directories can be employed to gather software-related information. However, a keyword-based search does not reflect the meaning contained behind keywords used for defining software characteristics. Here, semantic web technologies such as Resource Description Framework (RDF), SPARQL Protocol and RDF Query Language (SPARQL) can assist in the communication between software providers and consumers. A structured search having semantics in mind can help in retrieving software products fitting user needs. This is why semantic-based decision support systems could be considered for managing and analyzing information regarding available software solutions.

In this context, are semantic technology and supporting tools mature enough to facilitate decision support in real time? Would an open world approach be feasible to realize and yet comparable with the traditional approach in which information on software products is stored in relational databases? These questions motivated us to compare these two approaches for the purpose of decision making support in the software selection process. The main purpose of the investigation was to understand software selection issues in depth and learn how semantic web technologies might help in selecting software which is well-suited to business needs. The main research questions included:

1) Which issues are paramount in the software selection process and how is it performed in practice?
2) Which tools are used for supporting decisions in software acquisition?
3) How can web technologies help in the decision making process concerning software selection?

In order to understand software selection problems, an online survey was conducted, which revealed opinions of IT managers and professionals. The online survey helped to find out the main sources of information on software products and the most important factors to consider for software selection. Having these factors as selection parameters, we realized a multi-criteria decision making algorithm with the aim of supporting software selection. The prototype used semi-structurally enriched software descriptions for finding software products which match user queries. The prototype was tested and its performance compared with the relational database approach.
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to check the feasibility of the proposed semantic approach. Our main contributions include:

- An analysis of important software characteristics to be considered in the software selection process and information sources used for decision support;
- The development of a semantic web based application to assist in software selection decisions;
- A comparison of relational and semantic approaches to software information storage and query.

In the next section we outline previous research and related background information. In section 3 we describe our research methodology. Section 4 presents the survey results, prototype implementation details and experimental results. In section 5, we discuss questions on semantic web adoption, possible implications for IT management and suggest prototype improvements. Finally, we present our main findings on the basis of the survey results and prototype test and conclude by outlining future research directions.

II. RELATED WORK

When selecting software for an organization, various software products and their characteristics are analyzed to find out the solution which matches best to business needs. This is a typical task for decision making when considering a set of alternatives based on a set of criteria. Various Multi-criteria Decision Making (MDCM) techniques, optimization methods, neural networks, rule-based decision support systems and their variations can practically be applied for software selection [10], or other tasks when the selection is performed amongst alternatives. For selecting geographic information systems, [11] use a rule-based expert system and Analytic Hierarchy Process (AHP) MDCM approach. They employ software evaluation quality traits as software selection attributes. However, their approach is database-based and requires regular database updates with new information on the software [11].

Some of the MCDM methods are more accurate than others, and other methods also consider uncertainty and employ fuzzy logics [12]. For instance, [13] use fuzzy logic and AHP for enterprise software selection. [14] employed fuzzy AHP for decision support in selecting software developers and used software quality criteria as selection attributes. Analytic Network Process (ANP) technique is used in [15] for selecting simulation software packages. In accord to [12] (cited in [10]), ANP is more precise then AHP, since ANP considers also interdependence between different attributes on various levels of hierarchy, which is used to describe software products or other alternatives.

Furthermore, the various methods of decision making, their requirements and suitability for a particular decision making task requires certain decision making skills and knowledge on how to select an appropriate method [16]. For adapting to different skill levels of decision makers and their requirements, [16] proposed the intelligent decision support system working with the rule-based knowledge base, describing various multicriteria decision making methods and providing assistance for the decision maker in accordance with her requirements.

As stated in [16], the selection process for information systems involves many professionals having knowledge on organisational needs assisting in the selection process. When the software products are acquired from external vendors, the software acquisition process [17] comprises the steps of communicating with software providers, analyzing outstanding financial issues and determining the system requirements of software products fitting to the IT infrastructures at place. Many software developers market their products globally. Since their customers might not be able to communicate with software providers face-to-face, software products are advertised online and can often be delivered immediately over the Network. The Internet provides a very natural e-commerce platform for marketing and supporting software products.

As stated in [13], software deployment success depends largely on the suitability of software according to user needs. In order to analyze the fitness of software products to business needs, various decision tools are available on the World Wide Web. Online software demonstrations such as provided by Runaware [19], Tucows [20] for software downloads, and platforms such as Technology Evaluation Centers [21] can thereby assist in selecting software solutions. However, existing web marketing tools are not seamlessly integrated into IT infrastructures and normally do not consider information on particular hardware and software installations at customer places. In the absence of this information, it cannot be guaranteed that a selected solution fits best to user needs [22].

Furthermore, information on the Web is not well structured. Search engines and indexes working with keywords that do not consider semantics might output too many irrelevant results. Meta-tags used for matching search keywords do not possess information on the meaning of the objects described. In order to add semantics to web resources, semantic web languages such as RDF and Web Ontology Language (OWL) can be applied. While OWL provides more powerful reasoning capabilities, it is more complex and less efficient when processing large data volumes [23]. RDF can also be used for describing abstract and real-life concepts, their properties and relationships [24]. RDF provides a means of information representation in a platform and user-independent format, which can further be queried using computer languages such as SPARQL [25]. SPARQL queries can be compared with SQL queries which are performed on relational database records.

One of the principal differences between Semantic Web (SW) and relational approaches is that SW complies with Open World Assumption, and allows working with the distributed over the Network resources rather than being only limited to closed relational storages [10]. SW was already used in applications such as information management in a software development process [26], products information management [23], online education [27] and matchmaking services [28]. In this work, SW was applied to the task of software selection decision support, enabling not only a flexible construction of the software selection queries, but also a platform-independent communication between software providers and their customers.
III. METHODOLOGY

A. Survey

For a better understanding of the software selection process, an online survey was conducted. This included open-end questions, which were analyzed with the help of content analysis, and closed questions analyzed using descriptive statistics. All codes and procedures were described, results triangulated and reviewed by survey participants provided with the report [29], as advised in [30]. The focus of the investigation was to identify factors having an impact on software acquisition and whether automated tools can be employed to support decisions in software selection.

As reported in [10], an online questionnaire [31] was filled out by 56 professionals, 39% and 32% of them coming from Asia and Europe respectively, as seen from Figure 1. About 45% of respondents worked in the Communications and IT industry, Table I.

Table II shows that more than 70% of participants had ten or more years of experience in the IT sector and a quarter of respondents were responsible for IT decisions in their organizations, as seen from Table III.

About half of all respondents indicated that their companies follow a systematic approach while selecting software. As seen from Table IV the majority of survey participants, 77% and 61% respectively, stated that they learn about software solutions used in their industry and with the help of Internet search agents. According to 60% of participants, software selection would benefit from decision support software, which would help to take on technology-related decisions faster and possibly decrease related costs.

Moreover, survey results provided an outlook on participants’ opinions on the software selection process and important software characteristics to be considered. Table V shows important software properties for consideration in the software acquisition process. As derived from results of content analysis and descriptive statistics, fitness to business needs, suitability of software functionality, standards compliance and IT infrastructure integration easiness were the most critical factors for survey respondents.

B. Conceptual Framework

Based on conceptual framework outlined from the literature survey and in [18], a model describing software products and their properties was created [10]. The meta-model proposed in [18] was designed to describe software
products and their properties based on the software quality traits defined in the ISO framework. For establishing a set of attributes and metrics, we adopted the general principles outlined in [18]. However, we did not strictly follow the ISO standard and metrics as in [18]. We also did not consider possible dependencies between software characteristics. Instead, based on the survey results and insights described in [19], we proposed to employ software traits such as integration easiness, usability, efficiency, deployment costs and functionality sets with properties such as listed in Table VI for creating our ontology.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Usability</td>
</tr>
<tr>
<td>2.</td>
<td>Maintainability</td>
</tr>
<tr>
<td>3.</td>
<td>Performance</td>
</tr>
<tr>
<td>4.</td>
<td>Integration Easiness</td>
</tr>
<tr>
<td>5.</td>
<td>Functionality</td>
</tr>
<tr>
<td>6.</td>
<td>Costs Associated</td>
</tr>
<tr>
<td>7.</td>
<td>Usage Industry</td>
</tr>
<tr>
<td>8.</td>
<td>Developer</td>
</tr>
</tbody>
</table>

**TABLE VI: Software Characteristics**

The ontology was a basis for the creation of a RDF structure used for storing software products information, which example is presented in Figure 3. The description provided can be effortlessly extended with new parameters including software price, usability and performance ratings. Similarly to [18], we defined a set of metrics for assessing the parameters related to user requirements. Sometimes these metrics can be defined as sets of strings (“labels” in [18]).

Conveniently, SPARQL can be used to match the strings using simple string comparisons or regular expressions. For instance, a SPARQL query shown in Figure 4 helps to filter out entities which are not developed by “Developer”.

```sparql
PREFIX vocab: <http://example.com/rdf/vocab>
SELECT ?s ?title WHERE {
  ?s vocab:hasURL ?url .
  ?s vocab:hasCosts ?hasCosts .
  FILTER (?title = "Online Security")
  FILTER NOT EXISTS { ?s vocab:hasFunctionality "USB" }.
}
GROUP BY ?s
ORDER BY DESC(?hasCosts)
LIMIT 10
```

**Fig. 4: Retrieving Software Developed by “Developer”**

Moreover, we can exploit regular expressions when dealing with strings, for instance when matching software vendor names. The FILTER statement is used for filtering out software products which do not correspond to price limits imposed by the user. It is important to mention that other properties such as deployment platform requirements and other quality characteristics could also be used for describing software characteristics. Compared to the relational database schema, the flexibility of RDF schema alteration is advantageous when underlying data structures are likely to change. Therefore, new software properties can be added to the software descriptions with minimal code alterations.

**Fig. 5: Query Template (SPARQL Query Can be Extended with Other Mandatory and Optional Parameters)**
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D. Prototype

Figure 6 shows the main components of the prototype. From an user point of view, the prototype consists of two main modules for software providers and their potential customers. These modules were created with the help of CakePHP framework enabling interface generation and database connectivity. Software providers first describe their software products using web interface for capturing software properties and calling procedures for storing data in the database. Software purchasers are then able to query the database for finding software products matching their requirements as shown in Figure 6. For testing, we implemented “Testing module” and “RDF Generator” to simulate users’ work with the prototype.

We employed the ARC2 [33] library realizing RDF processing functionality and triple storage. MySQL relational database was used for storing RDF triples describing software products. RDF descriptions helped to abstract from the underlying platform. It is important to mention that RDF language does not enable sophisticated inference capabilities when compared to OWL; however, RDF is more efficient for larger data volumes [34]. Since the aim of the project was to enable platform-independent data integration, RDF format was used for publishing information on software products accompanied with meta-data. Moreover, a structured search over RDF triple stores helped to restrict search results and take into account semantics of the concepts involved.

For querying RDF records, we employed SPARQL. RDF descriptions help to abstract from the underlying platform of the data storage, while SPARQL end points or specialized web interfaces can be used for querying data stores. Software properties such as functionality traits, deployment costs, integration easiness, maintainability and developers’ information were defined as properties of the software product to be selected. The selection requirements are passed for creating SPARQL query such as described above, including essential and optional parameters such as cost limitations when defined by the user.

Since Multi-Criteria Decision Making (MCDM) methods are often practically applied for selecting software within available alternatives [36], for instance, when selecting enterprise information systems [35], the software selection algorithm was programmed using MCDM approach and with the following additive scoring function for rating software alternatives [36] (cited in [10]):

$$R = \max \frac{\sum_{j=1}^{m} p_{ij}}{\sum_{j=1}^{m} w_{j}}$$

In the formula above, a software product $i$ is denoted by its $j$ (attributes) performance parameters $p_{ij}$, which are weighted as $w_{j}$ in accord with user requirements [10]. The performance parameters were calculated as products of utility scores and their weights $w_{j}$. The software characteristics’ scores were defined in the software descriptions to enable their comparison. In case, that an obligatory selection criteria does not match the product descriptions and associated scores, the product is excluded from the result set. When products satisfied the essential selection parameters, non-essential parameters were further considered. In result, information on selected software products and their rating was stored into the decision matrix, in which each row represented one software product and each column one selection criterion.

Figure 7 shows the software selection workflow as realized in our prototype. The main user activities include creating and executing software selection requests, and further browsing software selection results. Filling out the web form, users define the selection criteria consisting of the software traits and their importance ranking. The most important software selection factors mentioned by our survey participants were adopted as software selection parameters in our software selection algorithm.

Overall, we implemented our prototype to facilitate information exchange between software providers and customers. This is achieved using RDF and SPARQL computer languages enabling to realize open-world and platform-independent storage. Next, we tested our prototype in order to compare its performance with the relational
database approach. Based on the results of prototype testing, we discuss possible improvement options while considering user demands investigated in the online survey.

IV. ANALYSIS OF RESULTS

A. Experimental Setup and Results

In our experiments, we identified differences in the consumption of computer resources for different prototype usage scenarios. The usage scenarios included creation of software descriptions, creation and execution of the software selection queries, performed using relational (MySQL) and triple store storages. It is important to mention, that we employed ARC2 triple store built on the MySQL storage and we expected related overheads. Our particular interest was to understand the feasibility of exploitation of the triple store for building solutions working under “Open-World” assumption, which is deployed on the existing and well tested “Linux-Apache-MySQL-PHP” platform.

We performed a set of tests for assessing the performance of the prototype. Our test environment was organized on Mac OS X with 32 GB memory and 3.4 GHz Intel processor. We installed PHP and MySQL version 5. For evaluating our test results, we established a set of baseline values including memory consumption of 8Mb, Central Processing Unit (CPU) usage of 4 waiting processes and an execution time boundary of 5 seconds.

Our main goal was to compare prototype behavior in different test settings and usage scenarios. Our tests differed only in their load setup and followed the same algorithm:

- **STEP 1.** Define number of prototype users, number of added software descriptions and average delay for one user session.
- **STEP 2.** Emulate users’ work for the six scenarios mentioned below in accordance with the settings provided in the first step.
- **STEP 3.** After running tests, analyse test logs with the help of descriptive statistics.

The testing module emulated work of prototype users creating software selection requests and loading software information into the database. RDF Generator randomly generated RDF structures describing software products. The tests performed included scenarios of Relational Database (RD) queries and queries on the RDF triple store, as follows:

- **Scenario A** randomly created a software description record stored into the MySQL table. Scenario A was used for filling out the database with software descriptions, simulating the work of software providers.
- **Scenario B** converted the output of test A into RDF format, which was further stored into the triple store.
- **Scenario C** generated software selection queries, which were then stored into the relational database.
- **Scenario D** used the output of test C, which provided the software selection request, and was then transformed into the SPARQL query. Next, SPARQL query was used for filtering software alternatives found to be compliant with the obligatory search requirements. The products selected were then rated applying the MCDM approach algorithm.
- **Scenario E** emulated the customer searching a software product containing a required functionality, using MySQL query.
- **Scenario F** was similar to scenario E, using however SPARQL queries performed in ARC2 data store.

We simulated user input by adding software descriptions and performing software selection requests. In our two tests, on each execution cycle we perform all scenarios for all users (5 users for Test 1, and 50 for Test 2) as follows:

- Test 1 measured prototype performance for scenarios A to F in 3000 observations (500 cycles for executing all scenarios), with 5 software products and selection requests added to the database on each cycle and a predefined user delay ranging from 0 to 45 seconds. In total, we added 50 software product descriptions.
- Test 2 measured prototype performance in 1200300 observations (4000 cycles), with 200000 software products and selection requests added to the database and a predefined user delay of 0 seconds.

B. Datasets

Table [VII] presents two datasets used for performing our experiments. Datasets D1 and D2 were used for performing Tests 1 and 2 to analyze prototype performance on different user delays and load levels, respectively. Each observation corresponds to the execution of one of the user scenarios (from A to E), performed in one cycle.

<table>
<thead>
<tr>
<th>Dataset/Test</th>
<th>Observations</th>
<th>Cycles</th>
<th>Total products (queries) added</th>
<th>Number of users</th>
<th>User delay</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1/T1</td>
<td>3000</td>
<td>500</td>
<td>50</td>
<td>5</td>
<td>varied from 0 to 45 milliseconds</td>
</tr>
<tr>
<td>D1/T1</td>
<td>1200300</td>
<td>4000</td>
<td>200000</td>
<td>50</td>
<td>0 milliseconds</td>
</tr>
</tbody>
</table>

Finally, data on response times, central processor usage and memory consumption were collected.

C. Test Results

As seen from Figure [8] with user delays of 5 and 10 seconds, respectively, we achieve minimal average values of CPU (0.45 waiting processes) and memory (5.5MB) consumption. However, in our next test we defined a user delay of zero seconds to assess prototype behavior under heavier load with more products added to the database.

As seen from Table [VIII] (Test 1), showing mean values of response time, the number of queued processes and memory usage were within predefined upper boundaries of 5 seconds, four waiting processes and 8Mb of memory, respectively. Moreover, Figure [9] and Table [VIII] show that scenario D (software selection function) takes in average the largest amount of CPU resources, followed by scenarios E, F, B, A and C. Scenario D also takes more time to execute, followed by scenarios B, F and the rest. In contrast, as Table [VIII] shows, A and E scenarios take less than a millisecond in average to execute operations on the MySQL database.
Fig. 8: Average Resource Consumption per Observation in Test 1 (Dotted Lines Represent Error Curves for the Respective Trending Line Shown in Black Line)

Fig. 9: Average Resource Consumption for Scenarios A-D (Test1)


1) **Memory consumption:** In both tests, memory consumption was about 5MB, which was within the predefined baseline of 8 MB. This might indicate that memory consumption was limited for PHP script execution.

2) **CPU consumption (measured as number of waiting processes):** Table IX shows that maximum CPU usage was slightly over the baseline when performing our tests on the larger dataset D2. The result of more than four waiting processes was achieved in scenario D after adding 28029 software products to our data store. However, in 99 percent of all experiments, CPU usage was below 4 waiting processes.

3) **Response time (duration):** Figure 10 and Table VIII demonstrate that scenario F (SPARQL queries) takes in average more than 10 milliseconds when compared with scenario E (MySQL queries). It is important to note that the duration values in the Scenario F are less than 1 millisecond, which is reflected in the graph in Figure 10(c), which is almost overlapping with the X axis for all user delays tested. Moreover, when adding more software products in Test 2, duration was constantly increasing for scenarios B (storing product description into the triple store) and D (executing the software selection function), as seen in Figure 12.

As seen in Figure 11 the duration time increased as we added more products into the database. As seen in Table IX while using triple store database, the test results showed a greater response time compared to MySQL transactions.

In Test 2, response times for scenarios B and D were in average about 491 and 2820 milliseconds, while scenarios A and C showed response times below one millisecond in average.

Test 2 showed that the overall duration of one cycle became more than 5 seconds, due to the addition of around 26342 software descriptions into the data storage.

As seen from the 85th percentile statistics in scenario D, duration time is below the baseline value of 5 seconds in 85/cases. When looking at the 99th percentile statistics, duration of scenario D increased up to 5.5 seconds, above the baseline value and resulting in longer execution cycles of more than 10 seconds in some observations. Similarly, 85th
Fig. 11: System Resources Consumption While Adding Products, in 100 Randomly Selected Observations (Test 2)

Fig. 12: Execution Time While Adding Products, in 100 Randomly Selected Observations (Test 2)
### V. DISCUSSION

#### A. Semantic Web adoption

The Semantic Web application was created to demonstrate the proposed approach using Semantic Web tools. However, difficulties in applying new technologies uncovered a new problem area. There are not yet well-tested and robust best-practices for Semantic Web development. This might have an influence on the development of Semantic Web solutions and as a consequence restrict the adoption of semantic technologies in practice.

Moreover, the most noticeable advantages provided by the Semantic Web are cross-platform data integration and knowledge management. A machine-readable format could be used for data processing, and external web resources could be used for enriching the available data. This was the reason of choosing SW tools for describing and managing information on software products. However, performance limitations of the SW tools employed should be considered and optimized in case of large datasets. When SW storages are built on relational databases, semantic queries are transformed into relational queries, leading to performance penalties \[37\]. As was demonstrated by our tests, the imposed overheads of working with triple store requires additional processing power and might require more execution time. List sorting \[38\], optimization methods \[39\], and SPARQL-to-SQL transformation \[40\] can be applied for improving the efficiency of information retrieval. Underlying RD tables can also be restructured in order to improve query performance \[40\]. Alternatively, we might suggest to employ this approach for selecting specialised software in certain domains. This would result in smaller data storage and quicker response times when dealing with triple store.

Furthermore, semantic capabilities can help in the information exchange between software providers and their customers working with different machines. Applying open formats such as Extensible Markup Language and RDF, rather than being dependable on particular proprietary formats can assist in a more efficient communication. Platform-independent and semantically tagged information provided in a well-structured form can help in integrating data from different sources. Further, it could be interesting to extend our prototype’s knowledge base with information on the purpose of software products, their application area and customer satisfaction. OWL capabilities for building such a knowledge base, enriching it with new information from external web databases, and machine inference are to be further investigated for creating a more intelligent software selection.

#### B. Implications on IT infrastructure management

Software products’ descriptions provided in a machine-readable format can be semantically queried. With access to a distributed database with software product information, for instance over an easy-to-use interface, software customers would be more independent from third-party advice which is unfortunately not always objective. Overall, IT environments can benefit from decision support when information on pre-installed software products and IT requirements at place is available. This way, solutions which are well-suited to IT infrastructures can be chosen, such that deployment costs and efforts can be minimized.

Moreover, feedback on the performance of purchased solutions can also be considered as providing response to software providers \[10\]. Such feedback on software applications can be used for improving the product quality and customer satisfaction, while returning customers benefit to business earnings \[41\]. It seems therefore also rational to suggest a close integration of Internet resources providing software information with IT infrastructures, sharing information on IT assets at place and required software products.

Implications for business security however are to be investigated when dealing with sensitive information.

#### C. Human involvement and Feedback

Nevertheless, the investigation showed that modern semantic tools can be applied for searching software and
its selection. However, the decision making on software acquisition should be done with caution. As some of the questionnaire participants stated, the responsibility of taking decisions should not be taken away from human users.

Furthermore, attributes of software ontology include functionality and characteristics for assessing software quality. Software quality characteristics can be used for assessing customer satisfaction and assessing software alternatives [42]. It might be reasonable to use simple metrics and graphs, since weighted index values can be influenced by contrasting groups of assessors [42]. The prototype could be further extended to collect user satisfaction. For instance, user feedback can be derived from social media services such as Twitter. In this context, sentiment analysis could be exploited to mine user satisfaction with software products.

D. Interdependencies between selection criteria

For the prototype, the software product scoring algorithm working with software quality characteristics did not consider possible interrelations between software traits, such as dependence between usability and efficiency [43]. For dealing with interdependence between various attributes, we might consider MCDM methods such as ANP as described in [12]. Further research may investigate possible relationships between software quality traits. A better knowledge of software quality traits would help in establishing more accurate weights for the quality criteria used in rating software products.

E. Flexibility of adding new selection attributes

One of the benefits of the proposed approach is the flexibility of adding new selection attributes. This comes from the RDF structure, which allows easy changes in records describing software products as mentioned above. For instance, we might consider to add platform-related system requirements or other software deployment-related information into the set of attributes proposed in [11].

Furthermore, as was suggested in [44], semantic web solutions can be used for developing a collaboratively-shared common domain ontology, which is machine-readable and has reasoning capabilities. As we pointed out above and in [10], OWL could be employed when more sophisticated reasoning is needed. Software selection rules described in OWL could enable an expert-system functionality as in [11]. Moreover, for creating a shared domain ontology, we could help in the information exchange between software purchasers and developers.

VI. CONCLUSIONS

In the foregoing, we analyzed factors playing an important role in the software selection process. Fitness to business needs, easiness of integration into existing infrastructures and a well-matching functionality are the most prominent factors to consider while selecting software products, in accord with the survey results. A majority of survey participants agreed in that an automated solution of software selection support is needed. Decision support software could thereby help in the analysis of software characteristics and thus potentially decrease deployment costs and efforts.

To facilitate software traits/requirements exchange between different consumers and platforms, we proposed to employ semantic tools. The developed prototype demonstrated a possible solution using RDF for representing software information, SPARQL for querying stored data, and a multi-criteria decision algorithm for scoring software products in accord to user requirements. Since the semantics’ addition resulted in an overhead in terms of resource consumption, we suggested to further optimize operations for storing and querying the database. Nevertheless, the proposed approach requires further analysis due to the undeniable benefits of platform independence, flexibility of storage structures and locations. The proposed approach opens new horizons for improving IT infrastructures in practice and helping software development businesses to market and deliver their products.

In future work, we will investigate query/data source optimization options, possible web sources to be used for mining software-related information and automatically creating software product descriptions. We aim at exploiting web content and social media streams to gather information on software products, their properties, requirements and user feedback.
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