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Abstract—Chaotic cryptography has been widely studied in the last 20 years. A common issue in the design of several proposed chaos-based cryptosystems is the use of a single chaotic map in the encoding/decoding processes, fact which leads to a low level security. We present a new symmetric keystream image encryption scheme, in which three 2D chaotic maps, recently proposed by the authors, are used instead of a single chaotic map. Those maps are derived from some plan curves equations, their trigonometric forms ensuring a large key space. The proposed scheme has a bi-modular architecture, in which the pixels are shuffled via a random permutation generated by using a new efficient algorithm, and a diffusion stage, in which the pixels' values are altered using a new XOR-scheme. In order to evaluate the security of the proposed image encryption scheme, a standard analysis was carried out.
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I. INTRODUCTION

Image encryption schemes have been increasingly studied in order to ensure secure images transmission through the Internet or through other communication networks. To meet this challenge, cryptographic techniques need to be applied. Traditional symmetric ciphers, such as Data Encryption Standard (DES), are designed with good confusion and diffusion properties [10], [29], [30], [41]. These two properties can also be assured by using chaotic maps which are usually ergodic and sensitive to system parameters and initial conditions. In this sense, in the last decade, many researchers have proposed different encryption schemes based on chaotic maps [8], [11], [15], [16], [27], [30], [32], [39]. The chaos-based encryption schemes are made up of two stages: confusion and diffusion. In the diffusion stage, a combination of chaotic maps is used to alter the values of all pixels, while in the confusion stage the pixels from the plain image are shuffled. The symmetric secret key is defined by the control parameters properly chosen so as the involved maps have to be in chaotic regime.

Different chaotic systems have been utilized in image encryption schemes: Fridrich used a 3D version of the baker map [13], Pareek et al. used a generalized logistic map [27], while Lian et al. used a standard map [23]. For some of the proposed chaos based encryption schemes it was proved that an incorrect selection of the initial conditions or the use of chaotic maps with a small range of the control parameters or an uneven value distribution, lead to a weak security [1]-[3], [8], [11], [15], [17], [22], [27], [28], [36], [39]. Motivated by the extent of previous work, the present paper aims to present a new image encryption scheme based on three chaotic map derived from equations of some plan curves, previously proposed by authors in [5], [6]. In order to increase the space of the secret key, those maps involve some trigonometric functions. Their good cryptographic properties lead to a robust image encryption scheme.

The rest of the paper is organized as follows: section 2 presents the proposed chaos-based encryption scheme, section 3 presents the performance analysis of the proposed image encryption scheme and section 4 concludes the work carried out so far.

II. DESCRIPTION OF THE PROPOSED CRYPTOSYSTEM

The large number of image encryption schemes proposed in the last decade which uses the properties of discrete chaotic maps shows that chaos theory is currently regarded as a viable way to develop safe and fast cryptographic applications. Most proposed systems have a bi-modular architecture, in which the first of the modules performs the diffusion of the information using a permutation and the second one performs the confusion by modifying pixel values using a deterministic algorithm [8], [11], [16], [27], [39]. Thus, diffusion and confusion, the two requirements postulated by Shannon as being indispensable to any encryption system in his masterpiece "Theory of Communication Systems secrecy", are met [31].

In most cases, the vulnerability of the chaos-based encryption systems is induced by the use of binary streams extracted from a single orbit of a chaotic map or by the use of maps which have chaotic behavior only for small ranges of control parameters' values. Moreover, the low speeds can be caused by the need for several rounds of permutation and/or substitution of the original image pixel [2], [3], [27], [39].

The proposed cryptosystem tries to improve these weaknesses by using both a new fast algorithm for generating random permutations with few fixed points in the diffusion process, in order to eliminate the need for several rounds of pixels shuffling, and three 2D discrete chaotic maps whose cryptographic properties have been demonstrated to be very good in [5], [6], [9] in the confusion process, in order to eliminate the need for several rounds of substitutions of the pixels values. The proposed cryptosystem is a symmetric one, so the...
secret key is common to both the transmitter and receiver, which implies the existence of a secure communication channel through which the key will be bidirectionally transmitted.

The block diagram of the encryption process is illustrated in Fig. 1, while the block diagram of the decryption process is illustrated in Fig. 2.
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**Fig. 1.** The block diagram of the encryption process

**Fig. 2.** The block diagram of the decryption process

Next, we describe in detail each block of the proposed cryptosystem, which uses the following 2D discrete chaotic maps proposed in [5], [6], [9]:

1) the *serpentine* map was proposed and analyzed in [6] and it’s defined as follows:

\[
\begin{align*}
    x_{n+1}^{(S)} &= \arctan(\tan(2^{r_s}x_n^{(S)})) \\
    y_{n+1}^{(S)} &= \sin(2^{r_s}y_n^{(S)}) \cos(2^{r_s}y_n^{(S)})
\end{align*}
\]  

where \( x_n^{(S)} \in \left[-\frac{\pi}{2}, \frac{\pi}{2}\right] \setminus \{0\} \), \( y_n^{(S)} \in \left[-\frac{1}{2}, \frac{1}{2}\right] \) and the control parameter \( r_s \in \mathbb{R}^+ \).

The evolution rule of the map (1) is, for any value of the control parameter, \( r_s \in \mathbb{R}^+ \), given by:

\[
\begin{align*}
    f_s: \left[-\frac{\pi}{2}, \frac{\pi}{2}\right] \setminus \{0\} \times \left[-\frac{1}{2}, \frac{1}{2}\right] &\rightarrow \left[-\frac{\pi}{2}, \frac{\pi}{2}\right] \times \left[-\frac{1}{2}, \frac{1}{2}\right]. \\
    f_s(x, y) &= (\arctan(\tan(2^{r_s}x)), \sin(2^{r_s}y) \cos(2^{r_s}y))
\end{align*}
\]

The study of the long time behavior of the *serpentine* map according to the control parameter \( r_s \in \mathbb{R}^+ \) and to the initial condition \((x_0, y_0) \in \left[-\frac{\pi}{2}, \frac{\pi}{2}\right] \setminus \{0\} \times \left[-\frac{1}{2}, \frac{1}{2}\right]\) was carried out in [6]. Using some tools from chaos theory, such as Lyapunov exponent, bifurcation diagram and stability of the fixed points, we proved theoretically and numerically, that the *serpentine* map is chaotic for \( r_s > 0 \) and hyperchaotic for \( r_s > 8 \). The theoretical results are listed below:

**Theorem 1** [6]. Let \( f_s \) be the *serpentine* map, defined by the relation (2). Then, for any control parameter \( r > 0 \) the \( f_s \) map is chaotic.

**Theorem 2** [6]. Let \( f_s \) be the *serpentine* map, defined by the relation (2). Then, for any control parameter \( r > 6 \) the \( f_s \) map is hyperchaotic.

In Fig. 3 the bifurcation diagram and the Lyapunov exponents of the *serpentine* map are plotted.
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**Fig. 3(a).** Bifurcation diagram

![Lyapunov Exponents](image)

**Fig. 3(b).** Lyapunov exponents

2) the *lemniscate* map was proposed and analyzed in [9] and it’s defined as follows:

\[
\begin{align*}
    x_{n+1}^{(L)} &= \cos(2^{r_l}x_n^{(L)}) \\
    y_{n+1}^{(L)} &= \frac{\sin(2^{r_l}y_n^{(L)})}{1 + \sin^2(2^{r_l}y_n^{(L)})}
\end{align*}
\]

where \( x_n^{(L)} \), \( y_n^{(L)} \in [-1,1] \) and the control parameter \( r_l \in \mathbb{R}^+ \).

The time behavior of *lemniscate* map depends on the control parameter \( r_l \in \mathbb{R}^+ \) and the initial condition \((x_0, y_0) \in [-1,1] \times [-1,1]\). Using some numerical methods and specific tools from chaos theory, such as Lyapunov exponent, bifurcation diagram and the fractal dimension of the attractor, we proved numerically in [9] that the *lemniscate* map is in a chaotic regime for control parameter \( r_l > 0 \) and for \( r_l > 3 \) is in a hyperchaotic regime. In Fig. 4 the bifurcation diagram and the Lyapunov exponents of the *lemniscate* map are plotted.
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**Fig. 4.** Analysis of the *lemniscate* map's chaotic behavior

(Advance online publication: 30 November 2014)
3) the \(x\sin\) map was proposed and analyzed in [5] and it’s defined as follows:

\[
\begin{align*}
\theta_{n+1}^{(T)} &= \arctg \left( \frac{\sin(\theta_n^{(T)}) + \tan(\frac{\pi}{2})}{\cos(\theta_n^{(T)}) + \tan(\frac{\pi}{2})} \right) \\
\phi_{n+1}^{(T)} &= \phi_n^{(T)}
\end{align*}
\]

where \(\theta_n^{(T)}, \phi_n^{(T)} \in \left[ -\frac{\pi}{2}, \frac{\pi}{2} \right]\) and the control parameter \(r_T \in \mathbb{R}^+\).

The \(x\sin\) map is derivated from the transcendental equation \(x + \sin x = 0\). Due to its complex analytical form we use some numerical methods from chaos theory, such as Lyapunov exponent, bifurcation diagram and the fractal dimension of the attractor, in order to analyze its time behavior regarding control parameter \(r_T \in \mathbb{R}^+\). We proved in [5] that the \(x\sin\) map is in a chaotic regime for control parameter \(r_T > 1.35\) and in a hyperchaotic regime for \(r_T > 3\). In Fig. 5 the bifurcation diagram and the Lyapunov exponents of the \(x\sin\) map are plotted.

A. The secret key

The secret key of the cryptosystem is formed from the initial conditions of the maps (1), (3) and (4), chosen so that each map have to be in a chaotic regime. In order to achieve a chaotic regime, all three chaotic maps are pre-iterated. Practically, the secret key consists of 9 real numbers and 3 unsigned integers, which must be chosen so as to satisfy simultaneously the following restrictions [5], [6], [9]:

- \(x_0^{(S)} \in \left[ \frac{\pi}{2}, \frac{\pi}{2} \right], y_0^{(S)} \in \left[ -\frac{1}{2}, \frac{1}{2} \right]\) and \(r_S \in [10,110]\);
- \(x_0^{(L)} \in [-1,1], y_0^{(L)} \in [-1,1]\) and \(r_L \in [250,350]\);
- \(x_0^{(T)} \in \left[ -\frac{\pi}{2}, \frac{\pi}{2} \right], y_0^{(T)} \in \left[ -\frac{\pi}{2}, \frac{\pi}{2} \right]\) and \(r_T \in [10,1000]\);
- \(m_S, m_L, m_T \geq 1000\) (number of maps pre-iterations).

The keystreams used in this cryptosystem are obtained discretizing the real values generated by the chaotic maps. So, a real value \(x\) is discretized to the unsigned integer \(\lfloor x \rfloor\), where \(\lfloor x \rfloor\) represents the nearest integer less than or equal to \(x\).

Since a chaotic map has a high sensitivity even to infinitesimal changes in the initial conditions, it’s recommended to implement the cryptosystem using a real data type with high precision, such as the double data type defined in IEEE Standard 754-2008 [18].

B. The confusion process

In an image encryption scheme, the confusion process usually consists of the pixels’ permutation from the plain image, in order to hide the correlations among the plain image, the encrypted image and encryption key [11], [16], [19], [24], [25], [30], [32], [34], [37], [40]. In this sense, we propose a fast and efficient algorithm for generating random permutations suitable for image shuffling.

The proposed algorithm combines the use of random values, generated by the branches of the serpentine map (1), with the use of deterministic ones. So, a permutation \(q = (q_1, q_2, \ldots, q_n)\) of degree \(n\) is constructed element by element, as follows: a random unsigned integer value, obtained by discretizing and scaling the real values generated alternatively by one of the two branches of the serpentine map (1), is checked if it was previously used or not. If true, the maximum unused value is assigned to the current element of the permutation, otherwise the random value generated by the serpentine map is used.
The algorithm for generating a random permutation \( q = (q_1, q_2, ..., q_n) \) of degree \( n \) is the following:

**Algorithm 1**

**INPUT:** \( n \in \mathbb{N}^* \), \((x_0^{(s)}, y_0^{(s)}) \in \left[\frac{-1}{2}, \frac{1}{2}\right] x \left[\frac{-\pi}{2}, \frac{\pi}{2}\right] \setminus \{0\} \), \( m_s \geq 1000 \) and \( r_s \in [10, 110] \)

**OUTPUT:** random permutation \( q = (q_1, q_2, ..., q_n) \)

\[
x \leftarrow x_0^{(s)}, y \leftarrow y_0^{(s)}
\]

// the serpentine map is pre-iterated for \( m_s \) times

for \( i \) from 1 to \( m_s \) do

// \( L \) is a labeling array of dimension \( n \) (i.e. \( L_i \) is equal to 1 if \( i \) is a value \( i \in \{1, 2, ..., n\} \) is used in permutation \( q \), otherwise \( L_i \) is equal to 0), so all values from 1 to \( n \) are initially unused

for \( j \) from 1 to \( n \) do

\[
L[i] \leftarrow 0
\]
endfor

// variable \( \text{max} \) stores the maximum unused value between // 1 and \( n \) and variable \( b \) stores the current branch of the //serpentine map

\( \text{max} \leftarrow n + 1; b \leftarrow 0 \)

for \( i \) from 1 to \( n \) do

// the discretized and scaled real value of the current branch of the //serpentine map

// is assigned to the current element of the permutation \( q \)

if \( b = 0 \) then

\[
q[i] \leftarrow 1 + \text{floor}(10^{15} \times |x_i^{(s)}|) \mod n
\]
else

\[
q[i] \leftarrow 1 + \text{floor}(10^{15} \times |y_i^{(s)}|) \mod n
\]
endif

// if the value of the permutation’s current element //is assigned, it is replaced by the maximum //unused value between 1 and \( n \)

if \( L[q[i]] = 1 \) then

\[
\text{max} \leftarrow j; q[i] \leftarrow \text{max}
\]
endif

// the final value of the current element is labeled as //used and the other branch of the serpentine map //becomes the current branch

\( L[q[i]] \leftarrow 1; b \leftarrow (b + 1) \mod n \)

endfor

\[
x \leftarrow \arctg(\text{ctg}(2^s x))
\]

\[
y \leftarrow \sin(2^s y) \cos(2^s y)
\]

endfor

The proposed algorithm has a maximum complexity of \( O(n^2) \), but, if a chaotic and ergodic map is used, its average complexity will be close to \( O(n) \). Moreover, the generated random permutations have a very small number of fixed points, proved by the fact that in the case of 1000000 generated permutations, with lengths between 10000 and 10000000, the maximum percent of fixed points was 0.01%.

In the encryption process, the pixels from the plain image are shuffled using the permutation \( q \), while in the decryption process the pixels are un-shuffled using the inverse permutation \( q^{-1} \), which can be easily determined with an algorithm with an \( O(n) \) complexity, so the complexity of the proposed algorithm remains the same.

### C. The diffusion process

In an image encryption scheme, a good diffusion process ensures that a minor change of one pixel from the plain image leads to great modifications over the whole encrypted image. Usually, this can be achieved by pixels values substitutions in a deterministic way [11], [16], [19], [24], [25], [30], [32], [34], [37], [40].

We assume that, from now on, the plain image of size \( m \times n \) is denoted by \( P = (p_{i,j})_{0 \leq i < m} \) and the encrypted image, of the same size, by \( C = (c_{i,j})_{0 \leq i < m} \).

Thus, the diffusion in the encryption process is achieved by applying the following formula for each pixel of the plain image (i.e. for each \( i = 0, m - 1 \) and each \( j = 0, n - 1 \)) in order to obtain the value of the corresponding pixel from the encrypted image:

\[
c_{i,j} = p_{i,j} \oplus xsin_{i,n+j+1}^{(1)} \oplus p_{r,c}
\]

where by \( xsin_{k}^{(1)} \) we denote the value \( x_k \) generated by the \( xsin \) map (4), initialized by using the values \( r_{Tr}, x_0^{(T)} \) and \( y_0^{(T)} \), and the pixel \( p_{r,c} \) is given by:

\[
p_{r,c} = \begin{cases}
p_{m-1,n-1} & \text{if } i = 0, j = 0 \\
 p_{0,0}^{(1)} \mod j' & \text{if } i = 0, j \neq 0 \\
 p_{l_{(1)}^{(1)} + j_{(2)} + j + 1}^{(1)} \mod n' & \text{if } i \neq 0, j = 0 \\
 p_{l'_{(1)} + j_{(2)} + j + 1}^{(1)} \mod j' & \text{if } i \neq 0, j \neq 0
\end{cases}
\]

where by \( l_{(1)} \) and \( l_{(2)} \) denote the values \( x_k \) and \( y_k \) generated by the \( \text{lemniscate} \) map (3), initialized by using the values \( r_{Tr}, x_0^{(L)} \) and \( y_0^{(L)} \). By \( \mod \) we denote the modulo operation.

In the decryption process, the plain image is obtained from the encrypted image by applying in a similar way the following formula, complementary of the formula (5) from the encryption process:

\[
p_{i,j} = c_{i,j} \oplus xsin_{i,n+j+1}^{(1)} \oplus p_{r,c}
\]

Note that in the substitution formulas (5) and (6) for the value of a pixel, we used the value of another pixel from the original image, fact that leads to a high quality of the diffusion process, because the encrypted image will be more sensitive to minor changes in the plain image.
III. PERFORMANCE ANALYSIS OF THE PROPOSED CRYPTO SYSTEM

The security of the proposed cryptosystem was analyzed using a standard methodology in the area of image encryption [14], [16], [37], [40]. Thus, there were performed several specific statistical tests, such as image pixels distribution, the correlation between adjacent pixels of the encrypted image, Shannon entropy and the correlation between original image and the encrypted one. The resistance of the proposed cryptosystem against differential attacks was proved using two standard indicators, NPCR (Number of Pixel Change Rate) and UACI (Unified Average Changing Intensity), while resistance against a brute force attack was analyzed through the size of the secret key space.

In the testing process we used 100 heterogeneous images in uncompressed BMP format, with the color depth equal to 24 and standard dimensions (e.g. 256 × 256, 512 × 512, 720 × 576, 1024 × 1024 and 3000 × 4000) [20], [35]. All tests were performed for each of the three RGB color channels, in order to achieve a rigorous analysis of proposed cryptosystem performance.

Next, we will present the analysis’ results only for the following 10 standard test images from USC-SIPI Image Database (Miscellaneous and Aerials sets) [35]: Girl (4.1.01), House (4.1.05), Mandrill (4.2.03), Lena (4.2.04), Peppers (4.2.07), Man (5.3.01), Airport (5.3.02), San Diego (2.2.03), Stockton (2.2.11), Washington, D.C. (infra-red) (wash-ir).

A. Pixels’ distribution analysis

Pixels’ distribution analysis claims to estimate the resistance of a cryptosystem against cryptanalytic attacks of statistical type, such as ciphertext-only attack or plaintext-ciphertext attack. Regardless of the encryption key used, a cryptosystem with high security needs to produce encrypted images with a uniform distribution of pixel values in each color channel, so that it hides the uneven distribution of the original image.

Most often used visual analysis tool in the study of the distribution of pixel values is the color histogram, in which the pixel values frequencies are plotted separately for each color channel.

Fig. 6 contains a pair of plain/encrypted image, along with the associated color histograms.

![Fig. 6(a). Lena image](image1.png) ![Fig. 6(b). Lena encrypted image](image2.png)

**Fig. 6.** Pixels distribution analysis of the standard image Lena

Note that after the encryption of Lena image, which has a strong color uneven distribution (Fig. 6(c)), it was obtained an image with a uniform distribution of pixel values (Fig. 6(d)) for each RGB channel, so an attacker can not extract statistical information about the original image or the keystream/secret key.

To analyze the distribution of pixel values for a large number of encrypted images, we used the \( \chi^2 \) test. The value of the \( \chi^2 \) test for an encrypted image of dimension \( m \times n \) is given by the following formula [26]:

\[
\chi^2 = \sum_{i=0}^{255} \frac{(v_i - v_0)^2}{v_0}
\]

where \( v_i \) is the observed frequency of a pixel value \( i \) (0 ≤ \( i \) ≤ 255) and \( v_0 \) is the expected frequency of a pixel value \( i \), so \( v_0 = \frac{m \times n}{256} \).

The results obtained by applying the \( \chi^2 \) test on 100 encrypted images can be summarized as it follows: in 96% of the tests, the values obtained were lower than the critical value \( \chi^2_{255,0.05} = 293.25 \) and only in 4% of the tests, the values obtained were lying in the interval [294.68,322.35], very close to the critical value \( \chi^2_{255,0.05} = 293.25 \).

Table I shows the results obtained by applying the \( \chi^2 \) test for 10 pairs of plain/encrypted test images.

<table>
<thead>
<tr>
<th>Test image</th>
<th>( \chi^2 ) – test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plain image</td>
<td>Encrypted image</td>
</tr>
<tr>
<td>Girl</td>
<td>161648.19</td>
</tr>
<tr>
<td>House</td>
<td>317258.15</td>
</tr>
<tr>
<td>Mandrill</td>
<td>101863.46</td>
</tr>
<tr>
<td>Lena</td>
<td>237534.11</td>
</tr>
<tr>
<td>Peppers</td>
<td>340999.44</td>
</tr>
<tr>
<td>Man</td>
<td>709340.68</td>
</tr>
<tr>
<td>Airport</td>
<td>1974776.14</td>
</tr>
<tr>
<td>San Diego</td>
<td>6187844.74</td>
</tr>
<tr>
<td>Stockton</td>
<td>4219744.87</td>
</tr>
<tr>
<td>Washington, D.C.</td>
<td>5355559.26</td>
</tr>
</tbody>
</table>

Thus, we conclude that the distribution of pixel values is uniform in the encrypted images, which demonstrates that the proposed cryptosystem is able to resist against cryptanalytic attacks of statistical type.
B. Global and local entropy

Information theory is the mathematical theory of data communication and storage, founded in 1949 by Shannon [31], [33]. Modern information theory is concerned with error-correction, cryptography, communications systems, and related topics. It is well known that the global entropy \( H(S) \) of an image source \( S \) can be calculated as:

\[
H(S) = - \sum_{i=0}^{255} P(i) \log_2 P(i) \tag{9}
\]

where \( P(i) \) represents the probability of a pixel value \( i \) \((0 \leq i \leq 255)\) and the global entropy is expressed in bits. Actually, given that a real information source seldom generates random messages, in general its global entropy value is much smaller than the ideal one equal to 8, so there exists a certain degree of predictability, which threatens its security.

In order to analyze the statistical independence of an encrypted image vs. plain image/keystream, we calculated the global entropy of the 100 pairs of plain-encrypted images. The plain images used in the testing process had entropy values between 4.762235 and 7.830874, and through the encryption process images with entropies between 7.999218 and 7.999831 were obtained. The global entropies obtained for 10 pairs of plain/encrypted test images are shown in Table II:

<table>
<thead>
<tr>
<th>Test image</th>
<th>Plain image</th>
<th>Encrypted image</th>
</tr>
</thead>
<tbody>
<tr>
<td>Girl</td>
<td>6.415479</td>
<td>7.999817</td>
</tr>
<tr>
<td>House</td>
<td>6.400674</td>
<td>7.999615</td>
</tr>
<tr>
<td>Mandrill</td>
<td>7.644440</td>
<td>7.999282</td>
</tr>
<tr>
<td>Lena</td>
<td>7.271856</td>
<td>7.999246</td>
</tr>
<tr>
<td>Peppers</td>
<td>7.297795</td>
<td>7.999216</td>
</tr>
<tr>
<td>Man</td>
<td>7.520373</td>
<td>7.999826</td>
</tr>
<tr>
<td>Airport</td>
<td>6.830330</td>
<td>7.999816</td>
</tr>
<tr>
<td>San Diego</td>
<td>5.626656</td>
<td>7.999821</td>
</tr>
<tr>
<td>Stockton</td>
<td>6.070791</td>
<td>7.999823</td>
</tr>
<tr>
<td>Washington, D.C.</td>
<td>7.222260</td>
<td>7.999827</td>
</tr>
</tbody>
</table>

The values obtained are very close to the maximum theoretical value of 8, which means that information leakage in the encryption process is negligible and the encryption system is secure against the entropy attack.

In [38] was proposed a new measure for randomness of an image, using Shannon entropy over local image blocks. The encrypted image over the whole image, a randomness test, should not be omitted in evaluating the quality of the encryption process. If an image contains some image blocks with low Shannon entropy, then it is not a ideally encrypted, no matter how high its global Shannon entropy is [38].

The \((k, T_B)\)-local Shannon entropy over image blocks is in [38] define by:

\[
\overline{H_{(k,T_B)}}(S) = \frac{1}{k} \sum_{i=1}^{k} H(S_i) \tag{10}
\]

where \(S_1, S_2, ..., S_k\) are randomly selected non-overlapping blocks image with \(T_B\) pixels within a test image \(S\) of \(L\) intensity scales and \(H(S_i)\) are computed using Shannon entropy \((9)\) for \(\forall i \in (1,2, ..., k)\).

In our test, the local Shannon measure entropy is evaluated for the 10 encrypted test images. From each encrypted image, we randomly selected \(k = 30\) non-overlapping image blocks with \(T_B = 1936\) pixels. In [38] it was proven that the observed value of \((30,1936)\)-local Shannon entropy should lie in the confidence interval \([7.901901305,7.903037329]\), with respect to \(\alpha\)-level confidence equal to 0.05. Table III shows the image pixel randomness measured by local Shannon entropy for the 10 encrypted images.

### TABLE III

<table>
<thead>
<tr>
<th>File name</th>
<th>Local Shannon entropy of the encrypted images</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Girl</td>
<td>7.9022</td>
<td>SUCCESS</td>
</tr>
<tr>
<td>House</td>
<td>7.9024</td>
<td>SUCCESS</td>
</tr>
<tr>
<td>Mandrill</td>
<td>7.9018</td>
<td>SUCCESS</td>
</tr>
<tr>
<td>Lena</td>
<td>7.9024</td>
<td>SUCCESS</td>
</tr>
<tr>
<td>Peppers</td>
<td>7.9021</td>
<td>SUCCESS</td>
</tr>
<tr>
<td>Man</td>
<td>7.9025</td>
<td>SUCCESS</td>
</tr>
<tr>
<td>Airport</td>
<td>7.9026</td>
<td>SUCCESS</td>
</tr>
<tr>
<td>San Diego</td>
<td>7.9028</td>
<td>SUCCESS</td>
</tr>
<tr>
<td>Stockton</td>
<td>7.9020</td>
<td>SUCCESS</td>
</tr>
<tr>
<td>Washington, D.C.</td>
<td>7.9021</td>
<td>SUCCESS</td>
</tr>
</tbody>
</table>

Mean ± Std. 7.9022 ± 0.0003  
Number of images passing the \(\alpha\)-level test 10

Thus, the results obtained both for local and global entropies show that the proposed scheme provides randomness-like encrypted images.

C. Pixels’ correlation analysis

In order to analyze the encryption quality of the proposed algorithm, the correlation coefficient was used to evaluate both the correlations between the plain image and the encrypted image and the correlations between adjacent pixels of the encrypted image.

Numbering the pixels from a color channel \(X\) of a plain image \(P = (p_{ij})_{0 \leq i < m, 0 \leq j < n}\) with \(P_X = (p_X^i)_{0 \leq i < m, 0 \leq j < n}\) and the ones from a color channel \(Y\) of the corresponding encrypted image \(C = (c_{ij})_{0 \leq i < m, 0 \leq j < n}\), we could see that the correlation coefficient between the pixels from two color channels \(X\) and \(Y\), viewed as random variables, is given by:

\[
\rho_{XY}(P,C) = \frac{\text{cov}(P_X,C_Y)}{\sqrt{D(P_X)} \sqrt{D(C_Y)}} \tag{11}
\]

where \(D(\cdot)\) is the variance of a random variable and \(\text{cov}(\cdot,\cdot)\) is the covariance of two random variables [26].

To determine possible correlations between the plain images and the corresponding encrypted ones, we calculated the correlation coefficient for 100 pairs of plain/encrypted images. Table IV shows the values of the correlation coefficient obtained for 10 pairs of plain/encrypted images.
In all the 100 performed tests, the values obtained ranged from $-0.00575$ and $0.00662$, so very close to 0, which confirms there are no significant correlations between the pixels of the plain images and the encrypted corresponding ones, so the cryptosystem is secure against the chosen plaintext attack and plaintext-ciphertext attack.

Another important aspect in assessing the security of an image encryption system to the statistical cryptanalytic attacks is to verify if there are no significant correlations between adjacent pixels of the encrypted image. Thus, we chose 100 pairs of plain/encrypted images and for each pair of images we chose a set of 1000 pixels adjacent horizontally, vertically or diagonally.

In Fig. 7(a) we plotted the value of the pixel at the position $(x, y)$ versus the value of the pixel at the position $(x + 1, y)$ in the Lena image, while in Fig. 7(b) we plotted them from the encrypted Lena image. We repeated the same plotting for vertically adjacent pixels (Fig. 7(c) - 7(d)) and for diagonally adjacent pixels (Fig. 7(e) - 7(f)).

In all the 100 performed tests, the values obtained ranged from $-0.00982$ and $0.00923$, so very close to 0, which confirms that through the encryption process the inherent strong correlation existing in plain images were almost eliminated. This fact proves, once again, that the proposed system will resist against cryptanalytic attacks of statistical type.

### D. Key space analysis

The secret key of a cryptosystem must be chosen to achieve a satisfactory compromise between the inconvenience of a large key length, such as lower speed of...
encryption and decryption processes, and the inconvenience produced by a small one, respectively the possibility of guessing it in a short time using the simplest cryptanalytic attack, the brute force attack.

The secret key of the proposed cryptosystem contains, along with 3 unsigned integers, 9 real numbers which must be stored and transmitted using a real data type with high precision in order to prevent negative effects caused by the discretization of real numbers. If the implementation is done using a programming language that complies with IEEE Standard 754-2008, then it is recommended to use the double data type, which stores real numbers on 8 bytes with an accurate of 15 decimals. Thus, the length of the secret key will be of 672 bits, which means that the size of the secret key space will be equal to \(2^{672}\), a value large enough to avoid guessing secret key by exhaustive search in a reasonable time.

E. Key Sensitivity Analysis

A good cryptosystem should be sensitive to any small change in the secret key, so that the using in the decrypting process of a secret key which differs very little from the original one leads to a completely different image from the initial plain image. Our proposed encryption algorithm is very sensitive to a little change in the secret key. If we change only by \(10^{-12}\), any component of the secret key, then the decrypted image will be totally different from the plain-image. Fig. 8 shows 3 images obtained by decrypting the encrypted Lena image using 3 secret keys which have only one component, different by \(10^{-12}\) from the original secret key. It is obvious that all images are totally different from the plain-image Lena and, moreover, the decrypted images seem to be a noise.

![Decrypted Lena image using an altered initial secret key](image)

Testing 900 pairs of images obtained after considering 100 plain images and all the 9 corresponding decrypted images resulted by using a secret key with only one real component different by \(10^{-12}\) from the initial secret key, we obtained in 99.8% of cases values of the correlation coefficient very close to 0 and very large values of the mean square error, which entitles us to say that the proposed cryptosystem is very sensitive to changes of the secret key, thus enhancing its security against of brute force attacks.

F. Resistance against differential attacks

To test the security of the proposed cryptosystem against differential attacks it is necessary to evaluate how a minor change in the plain image is reflected in the encrypted image. For this purpose we consider two plain images \(P_1 = (p_{i,j})_{0 \leq i < m, 0 \leq j < n}\) and \(P_2 = (p_{i,j}')_{0 \leq i < m, 0 \leq j < n}\) which differ by the value of a single pixel and their corresponding encrypted images \(C_1 = (c_{i,j})_{0 \leq i < m, 0 \leq j < n}\) and \(C_2 = (c_{i,j}')_{0 \leq i < m, 0 \leq j < n}\).

To test the influence of one-pixel-change in the plain image on the whole encrypted image using the proposed cryptosystem, two common measures are used: Number of Pixels Change Rate (NPCR) and Unified Average Changing Intensity (UACI).

The NPCR indicator measures the percentage of different pixel numbers between the encrypted images \(C_1\) and \(C_2\) and it's defined as follows:

\[
NPCR = \left( \frac{1}{m \times n} \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} d_{i,j} \right) \times 100% \tag{12}
\]

where the matrix \(D = (d_{i,j})_{0 \leq i < m, 0 \leq j < n}\) is given by:

\[
d_{i,j} = \begin{cases} 
0, & \text{if } c_{i,j}^{(1)} = c_{i,j}^{(2)} \\
1, & \text{if } c_{i,j}^{(1)} \neq c_{i,j}^{(2)}
\end{cases}
\tag{13}
\]

The UACI indicator measures the percentage average intensity of differences between the encrypted images \(C_1\) and \(C_2\) and it's defined as follows:

\[
UACI = \left( \frac{1}{m \times n} \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} \frac{|c_{i,j}^{(1)} - c_{i,j}^{(2)}|}{255} \right) \times 100% \tag{14}
\]

In [21] the theoretical maximum values of 99.609375% for NPCR and 33.463541% for UACI are stated.

In Table VI we listed the values of the NPCR and UACI indicators obtained for the 10 test images.

<table>
<thead>
<tr>
<th>Test image</th>
<th>NPCR (%)</th>
<th>UACI (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Girl</td>
<td>99.24</td>
<td>33.10</td>
</tr>
<tr>
<td>House</td>
<td>98.87</td>
<td>32.16</td>
</tr>
<tr>
<td>Mandrill</td>
<td>99.12</td>
<td>33.11</td>
</tr>
<tr>
<td>Lena</td>
<td>99.22</td>
<td>33.12</td>
</tr>
<tr>
<td>Peppers</td>
<td>99.15</td>
<td>33.14</td>
</tr>
<tr>
<td>Man</td>
<td>99.16</td>
<td>33.18</td>
</tr>
<tr>
<td>Airport</td>
<td>99.18</td>
<td>33.11</td>
</tr>
<tr>
<td>San Diego</td>
<td>99.14</td>
<td>32.84</td>
</tr>
<tr>
<td>Stockton</td>
<td>99.21</td>
<td>33.15</td>
</tr>
<tr>
<td>Washington, D.C.</td>
<td>99.19</td>
<td>32.17</td>
</tr>
</tbody>
</table>

Using the proposed cryptosystem, 100 tests were performed, achieving values of the NPCR indicator between 98.87% and 99.23% and between 32.17% and 33.18% for the UACI indicator, which are very close to the theoretical maximum ones, fact which confirms that the proposed cryptosystem will withstand to the differential attacks.

G. Quality of the Decryption Process

Performance evaluation of a cryptosystem should
consider the quality of the decryption process, verifying that the image obtained after decryption is the same with the plain one. In this sense, we evaluated the Mean Squared Error (MSE) between a plain image \( P = (p_{i,j})_{0 \leq i \leq m, 0 \leq j \leq n} \) and the corresponding decrypted one \( D = (d_{i,j})_{0 \leq i \leq m, 0 \leq j \leq n} \), using the following formula [26]:

\[
MSE(P,D) = \left( \frac{1}{m \times n} \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} (p_{i,j} - d_{i,j})^2 \right)
\]  

A value close to 0 of MSE shows a good quality of the decryption process, while a greater value indicates the occurrence of some errors.

Fig. 9 presents the results of the decryption process for Lena test image, using the correct secret key and an altered secret key by \( 10^{-15} \) on \( r_L \) component. Similar results were obtained altering others components of the secret key by \( 10^{-15} \) for the real values or by 1 bit for the unsigned integer ones.

![Lena image](image1)

![Encrypted Lena image](image2)

![Decrypted Lena image using correct secret key](image3)

![Decrypted Lena image using a secret key changed by \( 10^{-15} \) on \( r_L \) component](image4)

Fig. 9. Results of the decryption process

In all the 100 tests performed, the value of MSE between the plain image and the corresponding encrypted one was 0, which shows that decryption is carried out without loss of information.

H. Speed performance

An important factor to consider when analyzing the efficiency of a cryptosystem is its speed. Accordingly, we ran the proposed algorithm implemented in C language (MinGW compiler) under Windows 7, using a PC with Intel(R) Core(TM) i3 @ 2.53GHz CPU and 3GB RAM. We used 100 standard test bitmaps (256 × 256) with sizes of 256 × 256, 512 × 512, 720 × 576, 1024 × 1024 and 3000 × 4000 [20], [35]. The mean speeds obtained are summarized in Table VII:

<table>
<thead>
<tr>
<th>Image size (pixels)</th>
<th>Image size (MB)</th>
<th>Mean time (s)</th>
<th>Mean speed (MB/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>256 × 256</td>
<td>0.19</td>
<td>0.043</td>
<td>4.222</td>
</tr>
<tr>
<td>512 × 512</td>
<td>0.75</td>
<td>0.195</td>
<td>3.846</td>
</tr>
<tr>
<td>720 × 576</td>
<td>1.19</td>
<td>0.297</td>
<td>4.007</td>
</tr>
<tr>
<td>1024 × 1024</td>
<td>3.00</td>
<td>0.762</td>
<td>3.937</td>
</tr>
<tr>
<td>3000 × 4000</td>
<td>34.33</td>
<td>8.573</td>
<td>4.003</td>
</tr>
</tbody>
</table>

Analyzing the mean speeds from Table VII, we can see that the proposed scheme has a mean encryption/decryption speed about 4 MB/s, so the proposed algorithm is faster than the ones presented in [16], [30], [32], thus being suitable for real-time image encryption.

I. Performances’ comparison with other image encryption schemes

Next, we will present a comparison of performances, taking into account some of the most recent works [16], [30], [32]. Table VIII summarizes the mean values obtained for correlation coefficient of adjacent pixels (CCAP), NPCR, UACI and speed.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>NPCR</td>
<td>99.48</td>
<td>99.85</td>
<td>99.61</td>
<td>99.24</td>
</tr>
<tr>
<td>UACI</td>
<td>30.87</td>
<td>33.58</td>
<td>33.72</td>
<td>33.13</td>
</tr>
<tr>
<td>Horizontal</td>
<td>0.342</td>
<td>0.01776</td>
<td>-0.0043</td>
<td>0.0039</td>
</tr>
<tr>
<td>CCAP Vertical</td>
<td>0.352</td>
<td>0.04912</td>
<td>0.0049</td>
<td>0.0059</td>
</tr>
<tr>
<td>Diagonal</td>
<td>0.298</td>
<td>0.00348</td>
<td>0.0057</td>
<td>0.0004</td>
</tr>
<tr>
<td>Speed (MB/s)</td>
<td>1.65</td>
<td>0.45</td>
<td>2.4</td>
<td>3</td>
</tr>
</tbody>
</table>

Taking into consideration the results from Table VIII, it we can see that the proposed image encryption scheme has similar or better results than other recent proposed schemes [16], [30], [32].

IV. CONCLUSIONS

In this paper, we proposed a new chaos-based encryption scheme based on three 2D chaotic maps. The proposed scheme has a classic bi-modular architecture: a confusion stage, in which the pixels are shuffled via a random permutation generated by using a new efficient algorithm, and a diffusion stage, in which the pixels’ values are altered using a new XOR-scheme. The high security of the proposed encryption scheme was proved through an extensive analysis, performed following the latest methodology in this field. Moreover, its high speed of
4MB/s, suggests that the proposed encryption scheme is suitable for real-time image encryption applications.
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