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Abstract—Memetic algorithms (MAs) represent one of the promising areas of evolutionary algorithms. However, there are many issues to be solved to design a robust MA. In this paper, we introduce an adaptive memetic algorithm named GADE-DHC, which combines a genetic algorithm and a differential evolution algorithm as global search methods with a directional hill climbing algorithm as local search method. In addition, a novel strategy is proposed to balance the intensity of global search methods and local search method, as well as the ratio between genetic algorithm and differential evolution algorithm. Experiments on several benchmark problems of diverse complexities have shown that the new approach is able to provide highly competitive results compared with other algorithms.


I. INTRODUCTION

MEMETIC algorithms (MAs) is a kind of evolutionary algorithm which includes one or more local phases within its evolutionary cycle [1]. Global search (GS) algorithms based on population, such as genetic algorithm [2] and differential evolution algorithm [3], have been proven to be a kind of effective techniques in obtaining good results on a variety of problems. It is easy for global search methods to explore promising area of solution space, however, the ability to exploit neighbourhood area of a solution is poor. As a consequence, it often takes a relatively long time to locate the global optima which may have a low precision at most time. On the contrary, local search methods based on individual, such as hill climbing, tabu search, greedy algorithm, can exploit the neighbourhood area of an individual well and obtain sufficient precision, but tend to find the local optima. In order to utilize the ability of exploring and exploiting of an algorithm and achieve higher performance, many search algorithms use a hybrid of dedicated global search methods and local search methods. Hybrid genetic algorithm and local search method (GA-LS) which incorporates genetic algorithm with local improvement procedure, may be used to improve the performance of GAs. Such hybrids have been proven to be an efficient way to solve many problems. Studies in [4]-[9] have shown that GA-LS can not only find better solutions than simple GAs, but also search more efficiently.

As a matter of fact, local search methods (LSs) and global search methods (GSs) by themselves are known to work very differently with different design problems, even among problems from the same design domain [9]. On basis of this reason, simple hybrid global search methods with a single local search method doesn’t always work. Therefore, many recent researches adopted multi-memes in their MAs. During the running of these algorithms, MAs control the selection of a meme adaptively, which results in robustness and capability of generalization. Recently, there are many different kinds of MAs which are introduced in [10]-[16] to solve numeric optimization problems. Additionally, MAs have also been applied to solve real world engineered project successfully. Strategies proposed in [10], [17], [18] show their advantages and effects in dealing with real world problems. However, almost all these new approaches consist of a global search method and multiple local search methods, none of them uses multiple global search method. Furthermore, many of them ignore to adjust the intensity between global search and local search methods, for example, the algorithm MAS2 in [10] use LSs to improve some individuals each time after GS is applied to population. MAs in [11][12] can adjust the usage frequency of GS and LSs adaptively, but they pay little attention to the characteristic of GSs and LSs.

Motivated by these phenomena, we present a novel memetic algorithm in this paper, which adopts multiple GSs, GA and DE, to do global search operators and directional hill climbing to do some local improvement. What’s more, an adaptive way is introduced to control the ratio between GSs and LS as well as the selection of genetic algorithm and differential evolution algorithm. We take best individual’s fitness improvement, average fitness improvement of population, evaluation calls and the phase of evolution into account in this adaptive way. Experiments demonstrate that this approach achieves competitive results in optimizing the well known benchmark functions.

The rest of this paper is organized as follow: Section II represents some related work on adaptive memetic algorithm. In Section III, we introduce the three components of GADE-DHC: a genetic algorithm, a differential evolution algorithm (JADE) and an improved directional hill climbing algorithm. And besides, the adaptive way to combine and balance these three components is also introduced in detail. Experimental studies on benchmark functions are conducted to verify the performance of our approach in Section IV. Section VI is mainly about the conclusions of this paper.

II. PREVIOUS WORK

Recently, the general practice of hybridization in MA has tended to associate hybridization with adaptation. Adaptation of parameters and operators represents one of the most promising areas of computation in memetic algorithm [19]. Adaptive algorithms are capable of acclimatizing to suit a given problem without a priori knowledge by methodically
utilizing acquired information about the matching of problems to produce and adjust themselves to the problem as the search progress. Algorithm 1 is the outline of adaptive MA. Actually, it is still difficult and challengeable to design a robust and efficient MA with so many issues to be addressed, for example:

- Where and when should local search be applied within the evolutionary cycle?
- Which individuals in the population should be improved by local search, and how should they be chosen?
- How much computational effort should be allocated to each local search?
- How to balance the ratio between global search and local search?

And in this part, several adaptive memetic algorithms are introduced to show how they address some of these issues.

A. A Stochastic Approach, Biased Roulette Wheel: MA-S2

The biased roulette wheel strategy MAS2[10] is a stochastic approach which makes use of knowledge obtained online. At the beginning, it gives each local method an equal chance to hybridize with GA to locally improve some specified individuals. After this stage, sum up all “reward” grouping by local search method. In subsequent optimization, a local search method will be chosen to improve individuals according to its previous performance, namely, its reward. And a biased roulette wheel is used to pick the subsequent local search method based on the rewards taken over all previous local searches.

Since the choice of LS is based on its reward, the biased roulette wheel strategy is generally a competitive strategy. At the same time, it also guarantees diversity in selection LS. By ensuring diverse LS methods participating in the search, the strategy promotes joint operation and cooperation among local search methods.

B. Co-evolving Memetic Algorithms

Krasnogor proposed a simple inheritance mechanism for discrete combinatorial search[8]. In this strategy, an individual’s memetic material is encoded into its genetic part, it specifies the LS that will be applied to locally improve its carrier. During the evolving, the offspring’s memetic material is decided by its parents and is the same with the parents who have a larger fitness. Its core idea is simple, but efficient.

What’s more, Smith also worked on co-evolving MAs which use similar mechanisms to govern the choice of LSs represented in the form of rules [20][21]. These are forms of self-adaptive MA that evolve simultaneously the genetic material and the choice of LSs during the search.

C. Cost-Benefit-Based Adaptation

The cost-benefit-based adaptation mechanism[11][12] is for the case of scheduling local search methods. Initially, all memes have an equal chance to be selected. The relative fitness gain \( r_{fg} \) and the required evaluation \( eval \) are summed up. A normalised fitness function in the range of 0 and \( f_{max} \) is used which turns every problem to be a maximisation problem. \( r_{fg} \) is the ratio between the obtained fitness improvement and the possible one, as shown in (1).

\[
r_{fg} = \frac{f_{LS} - f_{evo}}{f_{max}} - \frac{\sum r_{fg_i,LS1}}{\sum eval_i,LS1} ... \frac{\sum r_{fg_i,LSn}}{\sum eval_i,LSn}
\]

where \( f_{LS} \) is the fitness obtained by the LS and \( f_{evo} \) the fitness of the offspring as produced by the evolution. The probabilities of applying the local search method are adjusted, if either each LS was used at minimum \( usage_{min} \) times or there have been \( maxings_{max} \) mating in total since the last adjustment. The new relation between the local search method \( LS1,...,LSn \) is calculated as shown in (1).

III. THE PROPOSAL: GADE-DHC

In this part, we will introduce our proposed algorithm, GADE-DHC, in detail. At first, the three parts of our approach, GA, DE, DHC, are presented, especially DHC, which is an improved hill climbing algorithm recommended detailed. It can achieve optimum more precise and more fast compared with traditional hill climbing algorithm. And then, the details of how our proposed algorithm deal with those problems introduced in last chapter is also presented.

A. Components of GADE-DHC

1) Genetic Algorithm: Genetic algorithm is inspired by Darwin’s theory about evolution. It is a heuristic method that mimics the process of natural selection. As the development of genetic algorithm, it has been widely used in optimization and search problems, such as Traveling Salesman Problem(TSP) [22], Vehicle Routing Problem [23], job-shop scheduling problem [24] etc.

In our approach, we mainly focus on using multi-point crossover operator of Genetic algorithm to spread good genes quickly.

2) Differential Evolution Algorithm: DE [25] is a simple, but efficient, evolution algorithm for global numerical optimization. It creates new candidate solutions by combining the parental individual with several other individuals of current population. A candidate replaces the parent only if it performs better in terms of fitness evaluation function. In DE algorithm, the core operator is the differential mutation operator. There are many mutation operators that have been proposed in [26], [27]. And it is widely used in many field. For example, Chuang, Li-Yeh [28] applies it to operon prediction.

In our memetic algorithm, we use an adaptive DE, named JADE [29], which implements a mutation strategy
"DE/current-to-pbest" with optional archive and controls F and CR in an adaptive way. In "DE/current-to-pbest" with archive, mutation vector is produced as follows:

\[ v_i = x_i + F_1 * (x_{p_{best}} - x_i) + F_2 * (x_{r_1} - x_{r_2}) \]  

(2)

where \( x_{p_{best}} \) is randomly chosen as one of the top 100p% individuals in the current population with \( p \in (0, 1) \), and \( F_1 \) is the mutation factor which is associated with \( x_i \) and is updated at each generation. \( x_{r_2} \) is randomly chosen from the union of the current population and archive.

3) Directional Hill Climbing Algorithm: Hill Climbing algorithm is a mathematical optimization technique which belongs to greedy algorithm. It is an iterative algorithm that starts with an arbitrary solution of a problem, then attempts to find a better solution by incrementally searching its neighborhood area. If the change produces a better solution, an incremental change is made to the new solution, repeating until no further improvements can be found. Hill climbing is good for finding a local optimum, but it is not guaranteed to find the global optimum out of the search space.

In particular, we consider that a hill climbing algorithm is used to minimize an objective function \( f(x) \), where \( x \) is decision vector. At each iteration, hill climbing algorithm will search the neighbourhood of \( x \), generally speaking, in the following manner:

\[ x_i = x_i + \text{Gaussian()} \]  

(3)

where \( \text{Gaussian()} \) function can create a fluctuation around \( x_i \), and then, if \( f(x_{new}) < f(x_{old}) \), replace \( x_{old} \). Apparently, this method is inefficient. At most time, it won’t generate a good solution, as a result, it will lead to many iterations to converge to optimum. Moreover, it often tend to trip into the local optimum.

In order to exploit the neighborhood of a given solution, we propose an improved hill climbing algorithm, named Directional Hill Climbing(DHC). It’s a kind of oriented search technique which can achieve not only higher performance in time consumption but also precision, compared with traditional stochastic hill climbing. To be specific, for a given vector \( x \), we firstly perturb it slightly in a deterministic direction, and then evaluate it. If the fitness of new individual is better, we know that the direction of climbing hill is right, and then, the algorithm will continue climbing along this direction until no improvement is made. Otherwise, the new approach will climb in negative direction, because climbing along the negative direction will lead to an improvement in fitness at this time. Algorithm 2 shows the process of the improved algorithm.

where \( nDirect \) is the number of directions to be tested for climbing, and in GADE-DHC, we set \( nDirect = 30\%D \), it is taken time consumption for local search improvement into consideration. As GA can spread good genes among the population, it is not necessary to spend too many time detecting direction of each dimension of a vector \( x \). \( \text{direct[]} \) is an array of directions associating with each vector \( x \). \( \text{direct}[i] = 0 \) means in \( x^i \)th dimension space, stay unchanged; \( \text{direct}[i] = 1 \) denotes climbing along the positive direction; and \( \text{direct}[i] = -1 \), represents climbing along a negative direction.

Algorithm 2 Directional Hill Climbing Algorithm

1: int direct[] = 0, evalCout = 0, scaling = 0.01;
2: for all \( i = 1 : nDirect \) do
3:     index = randint(0, D);
4:     xtmp = \( x_i \); evalCout++;
5:     xtmp_index = xtmp_index + xtmp*scaling;
6:     if \( f(xtmp) < f(x) \) then
7:         \( x = xtmp \);
8:         direct[index] = 1;
9:     else
10:         direct[index] = -1;
11:     end if
12: end for
13: while (evalCout < evalLimit) do
14:     for all \( i = 1 : D \) do
15:         xtmp = \( x_i \);
16:         evalCout++;
17:         xtmp_i = xtmp_i + xtmp*scaling*direct[i];
18:         if \( f(xtmp) < f(x) \) then
19:             \( x = xtmp \);
20:         else
21:             scaling *= 0.5;
22:         end if
23:     end for
24: end while

B. How to Adjust the Frequency of the usage of GA and DE

GA and DE are two kinds of global search methods based on population, they have many in common. However, problems suitable for them to solve are different because of their characteristics in evolutionary operators. The multi-point crossover strategy of GA can make it easy for a parental individual to pass a fragment of good genes to its offspring, while DE have already been proven to be an efficient way to solve numeric optimization problems because of its capacity of exploring potential area. And the purpose of using these two components in GADE-DHC is also different. Therefore, it is necessary to adjust the frequency of the usage of GA and DE as algorithm progress. In order to keep cooperative and competitive between these two methods, we mainly take the following issues into consideration during the procedure of evolution in GADE-DHC.

- The improvement of the best individual’s fitness.
- Average fitness improvement of the population.
- Stage of evolution.

Generally speaking, the greater improvement of best individual’s fitness, the better performance of the global search algorithm. Nevertheless, the situation where the best individuals’ fitness in previous population and current population remain unchanged, happens just as often. We bring in the concept of average fitness improvement of population so as to ease this situation. What’s more, it is known to us that the improvement of individual’s fitness is often bigger at the initial stage of evolution than that at latter stage. Taking all these facts into consideration, we use \( \text{weight} \) to measure the contribution of an algorithm after it applies to the population, it can be calculated as follow:

\[ \text{weight} = \rho_1 * \frac{\text{curBest} - \text{preBest}}{|\text{curBest}|} + \rho_2 * \frac{\text{curMean} - \text{preMean}}{|\text{preMean}|} \]  

(4)
Where, $p_1$, $p_2$ denote the coefficient to adjust the weight of these two parts, they reflects the importance between the improvement of the best individual’s fitness and the average fitness of population; $curBest$ and $preBest$ represent the best individual’s fitness of current population and previous population. $curMean$ and $preMean$ are the average fitness of the all individuals in current population and previous population, namely:

$$mean = \frac{\sum_{i=1}^{NP} fitness_i}{NP}$$  \hspace{1cm} (5)

Where $fitness_i$ is the fitness of $i^{th}$ individual in the population, and $NP$ is the size of the population. After applying DE to the population, using formula (4) to calculate the $DEWeight$; and $GAWeight$, which is obtained after GA is applied to population, is calculated in the same way. Then, update $pGD$ using formula (6).

$$pGD = pGD + pGD \times \frac{GAWeight - DEWeight}{GAWeight + DEWeight}$$  \hspace{1cm} (6)

Where $pGD$ is the probability to apply GA to the population. Obviously, $1 - pGD$ is the probability to apply DE to the population. if $GAWeight > DEWeight$, we know that GA is more suitable to optimize current population, as a reward, we should increase the value of $pGD$. otherwise the the value of $pGD$ should be decreased. In addition, we use $(GAWeight - DEWeight)/(GAWeight + DEWeight)$ to make sure that $pGD$ won’t change sharply because of a great improvement by accident as well as the degree of improvement of different stage of evolution. The value of $pGD$ has a significant influence on the subsequent optimization.

C. How to Balance the Ratio Between GS and LS

GSs(GA and DE) which are based on population, can explore the whole space of solution. While LS(Directional Hill Climbing) which is based on individual, can exploit the neighbourhood of a solution well. Because of their natural characteristics, we consider these issues shown as below to adjust the intensity of GS and LS.

- The improvement of the best individual’s fitness.
- function evaluation calls.
- the period to use these two approaches.

Firstly, it is still the improvement of the best individual’s fitness that we should pay attention to. Still the greater improvement, the better. What’s more, global search method(GA and DE) calls evaluation function $NP$ times at each generation, while that of local search method is $evalLimit$ times. We think that an algorithm is better if the same improvement is made within less evaluation calls. therefore, we bring in $evalGS/evalLS$ to eliminate the unfairness caused by different function evaluate calls. Furthermore, LS is for local optimization, there is no need to use too frequently in the early stage of the evolution, but a higher usage frequency should be given to DHC in the latter stage of evolution. Consequently, we use $1 - cureval/maxeval$ as a scale factor to decrease the probability to use GSs. Above all, we use formula (7) to balance the ratio between global search and local search method.

$$pGL = pGL + pGL * \frac{LSWeight - GSWeight}{LSWeight + GSWeight}$$  \hspace{1cm} (7)

$$LSWeight = \left| \frac{curBest - preBest}{preBest} \right| * \frac{evalGS}{evalLS}$$  \hspace{1cm} (8)

$$GSWeight = GSReward * (1 - \frac{cureval}{maxeval})$$  \hspace{1cm} (9)

$$GSReward = pGD * GAWeight + (1 - pGD) * DEWeight$$  \hspace{1cm} (10)

Where $evalGS$ is evaluation calls of global search method at each generation, $evalLS$ is evaluation calls of local search method to locally improve an individual, $cureval$ and $maxeval$ represents the current evaluation calls and max evaluation calls.

D. GADE-DHC

GADE-DHC is a kind of memetic algorithm which integrates GA and DE as global search strategies with DHC as local search method. There is a training stage at the beginning of the algorithm, in this stage, GA and DE have an equal chance to be applied to improve the population. After this stage, the choice of a global search method applied to optimize the subsequence population is decided by its previous performance, which is changeable dynamically as the overall search progress. The contribution of a global search method on the population is gained based on (4). Then, GSs and DHC will compete to optimize the population according to $pGL$, if GS is chosen to optimize the population, then, either GA or DE is selected, else apply DHC to locally improve some individuals, the number of which is 5% of the population size. As we just want DHC to optimize several best individuals, instead of optimizing the whole population, just as GSs do, so it will be a waster of time if DHC is applied to improve too many individuals. Afterwards, update $pGL$ using formula(7)-(10). Algorithm 3 shows the framework of our proposed algorithm.

IV. EXPERIMENTAL RESULTS AND ANALYSIS

In this section, we present a numerical study to analyze the search behavior and performance of the GADE-DHC. Several commonly used continuous benchmark functions with diverse complexity, shown in Appendix A, are used here to demonstrate the efficacy of the proposed algorithm. Moreover, in order to see how GADE-DHC improves the efficiency, we also conduct some comparison study with JADE, MAS2 and other algorithms. All results presented in this section are obtained from 30 independent runs for each benchmark function.

A. Parameters Setting

In order to compare the results of GADE-DHC with that of other algorithms, in all experiments, we use the following parameters as shown in Table I. It is remarkable that there are some differences between MAS2 implemented in this paper and MAS2 in [10] which is for adaptive selecting local search methods, it applies a best local search method to locally improve subsequent individuals according to its
Algorithm 3 GADE-DHC
1. Generate the initial population;
2. while (stopping criteria not met) do
3.   if (g < Training stage) then
4.     GA and DE have an equal change to be applied to population;
5.     Sum the Weight of each global search method;
6.     Update the best solutions;
7.   else
8.     if (randreal() < pGL) then
9.       if (g == Training stage) then
10.      Update pGD;
11.     end if
12.    if (randreal() < pGD) then
13.      GA− > evolve();
14.    else
15.      DE− > evolve();
16.    end if
17.   end if
18.   Calculate weight of the GS using formula (4);  
19.   Update pGD in the form of formula (6);
20. else
21.   Select Individuals to be improved locally;
22.   for all selected individuals do
23.     DHC− > search();
24.     Update pGL using formula (7)-(10);
25.   end for
26. end if
27. end while

### Table I
Parameter Setting for Each Part of Our Proposed Algorithms

<table>
<thead>
<tr>
<th>GADE-DHC and MAS2 Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global search</td>
</tr>
<tr>
<td>Local search</td>
</tr>
<tr>
<td>Population size</td>
</tr>
<tr>
<td>Training stage</td>
</tr>
<tr>
<td>Prob between GS and LS</td>
</tr>
<tr>
<td>ρ1 and ρ2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Genetic Algorithm parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Selection scheme</td>
</tr>
<tr>
<td>Crossover probability</td>
</tr>
<tr>
<td>Mutation probability</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>JADE parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top p% individual</td>
</tr>
<tr>
<td>Other parameters</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DHC parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evaluation Limit</td>
</tr>
<tr>
<td>Scaling</td>
</tr>
<tr>
<td>nDirect</td>
</tr>
</tbody>
</table>

η which stands for its previous performance and can be calculated by formula (11)

$$\eta = \beta - \frac{p_f - c_f}{\mu}$$

but there is only one local search method (DHDC) in our algorithm, the MAS2 in our study is used to adaptively select global search methods (JADE and GA), and the η is obtained using formula (4). Except that, MAS2 in this paper is same with MAS2 in [10].

### B. The Comparative Study

In this experiments, results obtained by GADE-DHC, MAS2, JADE, GADE, GADHC and DEDHC are shown in Table II-IV. Where GADE, GADHC, DEDHC consist of GA+DE, GA+DH, DE+DH respectively, they are different kind of combinations of these three components. The best result for each benchmark function is highlighted in boldface. And "1vN" in Table II-IV means comparing the first algorithm(GADE-DHC) with the Nth algorithm, for example, the column of "1v2" is the comparative results of GADE-DHC and MAS2. In addition, the Wilcoxon signed-rank test is used to compare the significance between two algorithms. In Table II-IV, the results are summarized as "w/t/l" which denotes that our proposed GADE-DHC wins w functions, ties in t functions and loses in l functions, compared with the other five algorithms.

With respect to overall performance, from table II-IV we can see that our proposed approach can significantly obtain better results compared with other five algorithms. For example, for all test functions at D = 30, GADE-DHC wins in 11 out of 21 functions, ties in 4 functions and loses in 6 functions compared with MAS2, and wins in 15 functions, ties in 4 functions and loses in 2 functions compared with JADE. For all benchmark functions at D = 50, GADE-DHC wins in 16 functions, ties in 3 functions, loses in 2 functions and wins in 20 functions, ties in 1 function and loses 0 functions when compared with MAS2 and JADE respectively. Seen from Table II-IV, we can observe that:

- For f01-f04 these simple unimodal functions, DEDHC and MAS2 perform best, especially DEDHC, the reason is that our improved DHC can exploit the neighborhood area around best solutions with high efficiency in these unimodal functions. Every time after global search is applied to population, DHC is used to locally improve some better individuals in MAS2. And compared with GADE-DHC, GA is absent in DEDHC, which makes DHC have a higher chance to optimize best individuals. As a result, MAS2 and DEDHC can achieve a higher precision than that GADE-DHC do.

- For the multimodal functions(f10-f21), our proposed algorithm obtains the best results. For the reason that GADE-DHC can balance not only the intensity between global search method and local search method but also the usage frequency between GA and DE well. In MAS2, the reward is accumulative, as improvement in earlier stage of evolution is greater than that of the latter period, the ratio between GA and DE tends to be a constant or even a simple MA just with a single GS and a fixed LS. Obviously, the adaptation is not enough.
### TABLE II
Comparative Study for Function f01-f21 at D=30. The Mean And Deviation For These Six Functions Are Presented. And "+", "-", "=", and "#" indicate our approach is respectively better than, worse than, or similar to its competitor according to the Wilcoxon signed-rank test at Level 0.05

<table>
<thead>
<tr>
<th>NPPES</th>
<th>GADE-DHC Mean(Dev)</th>
<th>GADE Mean(Dev)</th>
<th>GADE Mean(Dev)</th>
<th>GADE Mean(Dev)</th>
<th>GADE Mean(Dev)</th>
<th>GADE Mean(Dev)</th>
<th>GADE Mean(Dev)</th>
</tr>
</thead>
<tbody>
<tr>
<td>01</td>
<td>1.67e+002(1.12e-007)</td>
<td>2.58e+002(2.62e-002)</td>
<td>3.66e+002(0.000004)</td>
<td>1.06e+002(7.34e-007)</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>02</td>
<td>2.86e-024(2.66e-024)</td>
<td>2.76e-020(1.20e-020)</td>
<td>5.58e-020(0.000002)</td>
<td>4.38e-022(7.28e-022)</td>
<td>-</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>03</td>
<td>1.96e+002(1.18e-002)</td>
<td>1.53e+002(1.64e-002)</td>
<td>6.98e+001(0.000001)</td>
<td>1.23e+002(1.21e-002)</td>
<td>+</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>04</td>
<td>1.78e+002(3.05e-002)</td>
<td>2.09e+002(3.49e-002)</td>
<td>5.39e+002(0.000002)</td>
<td>7.84e+002(8.78e-003)</td>
<td>+</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>05</td>
<td>2.46e+013(4.03e-014)</td>
<td>2.84e+015(1.59e-015)</td>
<td>5.84e+041(0.000015)</td>
<td>7.20e+012(0.000002)</td>
<td>-</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>06</td>
<td>5.28e+002(4.64e-009)</td>
<td>2.06e+002(0.000002)</td>
<td>1.19e+002(0.000001)</td>
<td>4.59e+002(1.94e-002)</td>
<td>+</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>07</td>
<td>3.72e-007(4.30e-006)</td>
<td>1.87e-006(0.000002)</td>
<td>7.78e+009(0.000011)</td>
<td>9.57e+002(5.02e-007)</td>
<td>1.26e+007(0.000002)</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>

### TABLE III
Comparative Study for Function f01-f21 at D=50. The Mean And Deviation For These Six Functions Are Presented. And "+", "-", "=", and "#" indicate our approach is respectively better than, worse than, or similar to its competitor according to the Wilcoxon signed-rank test at Level 0.05

<table>
<thead>
<tr>
<th>NPPES</th>
<th>GADE-DHC Mean(Dev)</th>
<th>GADE Mean(Dev)</th>
<th>GADE Mean(Dev)</th>
<th>GADE Mean(Dev)</th>
<th>GADE Mean(Dev)</th>
<th>GADE Mean(Dev)</th>
<th>GADE Mean(Dev)</th>
</tr>
</thead>
<tbody>
<tr>
<td>01</td>
<td>6.64e+002(1.40e-007)</td>
<td>7.13e+002(2.01e-002)</td>
<td>6.71e+002(0.000006)</td>
<td>4.61e+002(1.10e-001)</td>
<td>7.02e+002(1.64e-004)</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>02</td>
<td>2.69e+002(2.66e-002)</td>
<td>2.76e+002(1.20e-002)</td>
<td>5.58e+002(0.000002)</td>
<td>4.38e+002(7.28e-002)</td>
<td>-</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>03</td>
<td>1.96e+002(1.18e-002)</td>
<td>1.53e+002(1.64e-002)</td>
<td>6.98e+001(0.000001)</td>
<td>1.23e+002(1.21e-002)</td>
<td>+</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>04</td>
<td>1.78e+002(3.05e-002)</td>
<td>2.09e+002(3.49e-002)</td>
<td>5.39e+002(0.000002)</td>
<td>7.84e+002(8.78e-003)</td>
<td>+</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>05</td>
<td>2.46e+013(4.03e-014)</td>
<td>2.84e+015(1.59e-015)</td>
<td>5.84e+041(0.000015)</td>
<td>7.20e+012(0.000002)</td>
<td>-</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>06</td>
<td>5.28e+002(4.64e-009)</td>
<td>2.06e+002(0.000002)</td>
<td>1.19e+002(0.000001)</td>
<td>4.59e+002(1.94e-002)</td>
<td>+</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>07</td>
<td>3.72e-007(4.30e-006)</td>
<td>1.87e-006(0.000002)</td>
<td>7.78e+009(0.000011)</td>
<td>9.57e+002(5.02e-007)</td>
<td>1.26e+007(0.000002)</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>
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While the ratio in GADE-DHC is different in each generation, it always changes dynamically. Furthermore, the intensity between local search method and global search method in MAS2 stays unchanged all the time. DHC is used to improve some better individuals each time after GS is applied to optimize the population. However, an algorithm tends to trap into the local optimal algorithm if local search method is used too frequently in the early stage of evolution. As a consequence, the performance of GADE-DHC is something better than that of MAS2.

For these 21 functions, MAS(GADE-DHC, MAS2 and DEDHC) is used to improve some better individuals each time after GS is applied to optimize the population. As a consequence, the performance of GADE-DHC is something better than that of MAS2.

**TABLE IV**

<table>
<thead>
<tr>
<th>NFFES</th>
<th>GADE-DHC (MeanDev)</th>
<th>MAS2 (MeanDev)</th>
<th>JADE (MeanDev)</th>
<th>GADE (MeanDev)</th>
<th>GADHC (MeanDev)</th>
<th>DEDHC (MeanDev)</th>
<th>1v2</th>
<th>1v3</th>
<th>1v4</th>
<th>1v5</th>
<th>1v6</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>4.96e+006 (3.96e+007)</td>
<td>7.47e+006 (3.35e+006)</td>
<td>1.26e+006 (8.02e-006)</td>
<td>9.47e+000 (1.64e+007)</td>
<td>5.12e+004 (1.06e+004)</td>
<td>6.58e+40-1.28e+10</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>500</td>
<td>3.76e+001 (2.94e+002)</td>
<td>1.94e+001 (3.22e+001)</td>
<td>6.92e+000 (4.02e+000)</td>
<td>3.49e+001 (2.63e+001)</td>
<td>1.45e+001 (2.12e+001)</td>
<td>3.80e+14-5.16e-14</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1000</td>
<td>8.46e+000 (6.12e+000)</td>
<td>1.20e+000 (7.34e+000)</td>
<td>2.25e+000 (5.13e+000)</td>
<td>1.01e+000 (2.67e+000)</td>
<td>4.60e+000 (7.71e+000)</td>
<td>2.30e+10-0.000</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>5000</td>
<td>8.20e+013 (9.27e+010)</td>
<td>8.20e+011 (3.10e+001)</td>
<td>5.14e+003 (6.00e+000)</td>
<td>1.00e+010 (3.79e+000)</td>
<td>5.14e+000 (3.10e+000)</td>
<td>1.10e+000 (3.79e+000)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>10000</td>
<td>8.20e+015 (3.21e+001)</td>
<td>9.46e+011 (1.31e+004)</td>
<td>1.16e+010 (3.10e+003)</td>
<td>1.77e+012 (3.21e+003)</td>
<td>1.10e+010 (3.79e+000)</td>
<td>1.10e+000 (3.79e+000)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>20000</td>
<td>8.78e+032 (3.39e+031)</td>
<td>4.06e+178 (0)</td>
<td>7.55e+034 (1.00e+004)</td>
<td>7.31e+034 (3.80e+003)</td>
<td>6.23e+034 (3.80e+003)</td>
<td>8.21e+034 (3.80e+003)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

**TABLE V**

<table>
<thead>
<tr>
<th>FES</th>
<th>Prob</th>
<th>01</th>
<th>02</th>
<th>03</th>
<th>04</th>
<th>05</th>
<th>06</th>
<th>07</th>
<th>08</th>
<th>09</th>
<th>10</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>1e3</td>
<td>50</td>
<td>1.7e+000</td>
<td>3.52e+000</td>
<td>2.60e+000</td>
<td>1.98e+000</td>
<td>2.96e+000</td>
<td>5.87e+000</td>
<td>2.02e+000</td>
<td>1.76e+000</td>
<td>1.44e+000</td>
<td>1.11e+000</td>
<td>1.56e+000</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>1.92e+004</td>
<td>4.57e+004</td>
<td>3.96e+004</td>
<td>2.31e+004</td>
<td>5.98e+004</td>
<td>6.25e+004</td>
<td>3.05e+004</td>
<td>1.68e+004</td>
<td>1.89e+004</td>
<td>1.83e+004</td>
<td>1.65e+004</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>2.32e-004</td>
<td>5.35e-004</td>
<td>5.15e-004</td>
<td>2.51e-004</td>
<td>5.43e-004</td>
<td>8.96e-004</td>
<td>6.12e-004</td>
<td>2.07e-004</td>
<td>2.96e-004</td>
<td>2.81e-004</td>
<td>1.75e-004</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>2.48e-004</td>
<td>5.86e-004</td>
<td>4.08e-004</td>
<td>2.85e-004</td>
<td>5.25e-004</td>
<td>6.43e-004</td>
<td>5.32e-004</td>
<td>2.52e-004</td>
<td>2.21e-004</td>
<td>1.83e-004</td>
<td>1.65e-004</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>4.14e-004</td>
<td>7.86e-004</td>
<td>4.17e-004</td>
<td>2.62e-004</td>
<td>5.25e-004</td>
<td>6.43e-004</td>
<td>5.32e-004</td>
<td>2.52e-004</td>
<td>2.21e-004</td>
<td>1.83e-004</td>
<td>1.65e-004</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>6.92e-004</td>
<td>1.34e-004</td>
<td>5.31e-004</td>
<td>2.62e-004</td>
<td>5.25e-004</td>
<td>6.43e-004</td>
<td>5.32e-004</td>
<td>2.52e-004</td>
<td>2.21e-004</td>
<td>1.83e-004</td>
<td>1.65e-004</td>
</tr>
</tbody>
</table>
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functions with the increment of vector’s dimension, while the loss aggrandize as the dimension increases in JADE. It is because that GA is integrated into MAs, which can spread good genes among the population quickly.

C. Parameter study

In the previous comparative study, $\rho_1$, $\rho_2$ are set to 0.9 and 0.1. Nevertheless, it is worth mentioning that, the values of $\rho_1$, $\rho_2$ may have an influence on the results of our proposed approach. They are the coefficient of weight which directly affects the $pGD$ and $pGL$, that is to say, the value of $\rho_1$ and $\rho_2$ can impact on the performance of our algorithm. Therefore, in order to evaluate the influence to our approach, we set different $\rho_1$ and $\rho_2$. To save space, we only compare the results for f01-f21 at D = 50. All other parameters are set the same as shown in Table I.

Table-VII shows the influence of different values of $\rho_1$, $\rho_2$ to our approach. The mean and the standard deviation of the results obtained by each algorithm for f01-f21 are summarized in this table. $\rho_1$, $\rho_2$ is the weight that we assign to the improvement of average fitness of best individuals and the whole population. In general, the improvement of the former is smaller than the latter; thus, we set these different pairs of ($\rho_1$, $\rho_2$). We can see that the value of ($\rho_1$, $\rho_2$) indeed have some influence to the algorithm, when ($\rho_1$, $\rho_2$) is (1,0), that is to say, we just focus on the improvement of best individuals, it is somewhat worse than that we take both two into consideration. And besides, it has only little impact when neither of them is 0.

In order to represent the precision as well as convergence speed of these algorithms, we exhibit the searching trace of algorithms for multimodal benchmark functions. From Fig.1 to Fig.12, we can see that the GADE-DHC performs best both in search precision and convergence speed. At the aspect of searching precision, it just loses 1 function(Alpine

<table>
<thead>
<tr>
<th>FES</th>
<th>Prob</th>
<th>f12</th>
<th>f13</th>
<th>f14</th>
<th>f15</th>
<th>f16</th>
<th>f17</th>
<th>f18</th>
<th>f19</th>
<th>f20</th>
<th>f21</th>
</tr>
</thead>
<tbody>
<tr>
<td>1e3</td>
<td>5th</td>
<td>3.81e+002</td>
<td>2.97e+002</td>
<td>1.15e+004</td>
<td>4.99e+002</td>
<td>1.56e+003</td>
<td>6.18e+006</td>
<td>2.12e+007</td>
<td>4.74e+001</td>
<td>5e-001</td>
<td>1.67</td>
</tr>
<tr>
<td></td>
<td>15th</td>
<td>4.12e+002</td>
<td>3.64e+002</td>
<td>1.25e+004</td>
<td>5.43e+002</td>
<td>1.95e+003</td>
<td>1.34e+007</td>
<td>4.32e+007</td>
<td>5.24e+001</td>
<td>5e-001</td>
<td>1.75</td>
</tr>
<tr>
<td></td>
<td>25th</td>
<td>4.61e+002</td>
<td>4.04e+002</td>
<td>1.31e+004</td>
<td>5.68e+002</td>
<td>2.3e+003</td>
<td>2.24e+007</td>
<td>7.3e+007</td>
<td>5.67e+001</td>
<td>5e-001</td>
<td>1.84</td>
</tr>
<tr>
<td></td>
<td>mean</td>
<td>4.16e+002</td>
<td>3.61e+002</td>
<td>1.24e+004</td>
<td>5.39e+002</td>
<td>1.99e+003</td>
<td>1.43e+007</td>
<td>4.65e+007</td>
<td>5.23e+001</td>
<td>5e-001</td>
<td>1.75</td>
</tr>
<tr>
<td></td>
<td>std</td>
<td>3.7e+001</td>
<td>2.15e+001</td>
<td>8.36e+002</td>
<td>3.65</td>
<td>5.27e+002</td>
<td>8.92e+006</td>
<td>2.46e+007</td>
<td>5.15</td>
<td>4.78e-005</td>
<td>6.73e-002</td>
</tr>
<tr>
<td>1e4</td>
<td>5th</td>
<td>8.24e-008</td>
<td>0</td>
<td>7.06e-002</td>
<td>1.42</td>
<td>3.97e-001</td>
<td>6.73e-004</td>
<td>9.07e-003</td>
<td>3.29e-003</td>
<td>3.46e-001</td>
<td>1.28</td>
</tr>
<tr>
<td></td>
<td>15th</td>
<td>1.46e-002</td>
<td>0</td>
<td>2.04e-001</td>
<td>2.31</td>
<td>8.95e-001</td>
<td>1.35e-003</td>
<td>3.65e-002</td>
<td>2.31e-002</td>
<td>3.96e-001</td>
<td>1.36</td>
</tr>
<tr>
<td></td>
<td>25th</td>
<td>3.95e-002</td>
<td>0</td>
<td>3.8e-001</td>
<td>3.87</td>
<td>8.95e-001</td>
<td>5.25e-003</td>
<td>7.94e-002</td>
<td>5.62e-002</td>
<td>4.15e-001</td>
<td>1.44</td>
</tr>
<tr>
<td></td>
<td>mean</td>
<td>1.42e-001</td>
<td>4.21e-002</td>
<td>2.57e-001</td>
<td>2.62</td>
<td>7.86e-001</td>
<td>3.83e-003</td>
<td>6.65e-002</td>
<td>3.63e-002</td>
<td>3.82e-001</td>
<td>1.33</td>
</tr>
<tr>
<td></td>
<td>std</td>
<td>4.28e-001</td>
<td>1.16e-001</td>
<td>2.03e-001</td>
<td>1.21</td>
<td>3.29e-001</td>
<td>5.83e-003</td>
<td>8.33e-002</td>
<td>3.46e-002</td>
<td>3.8e-001</td>
<td>9.49e-002</td>
</tr>
<tr>
<td>1e5</td>
<td>5th</td>
<td>0</td>
<td>0</td>
<td>1.36e-004</td>
<td>0</td>
<td>3.97e-001</td>
<td>9.42e-003</td>
<td>1.34e-032</td>
<td>9.49e-183</td>
<td>7.35e-003</td>
<td>9.42e-033</td>
</tr>
<tr>
<td></td>
<td>15th</td>
<td>0</td>
<td>0</td>
<td>1.36e-004</td>
<td>0</td>
<td>3.97e-001</td>
<td>9.42e-003</td>
<td>1.34e-032</td>
<td>9.44e-014</td>
<td>6.62e-002</td>
<td>1.72e-001</td>
</tr>
<tr>
<td></td>
<td>25th</td>
<td>0</td>
<td>0</td>
<td>1.36e-004</td>
<td>0</td>
<td>3.97e-001</td>
<td>9.42e-003</td>
<td>1.34e-032</td>
<td>9.44e-014</td>
<td>6.62e-002</td>
<td>1.72e-001</td>
</tr>
<tr>
<td></td>
<td>mean</td>
<td>0</td>
<td>0</td>
<td>1.36e-004</td>
<td>1.81e-003</td>
<td>3.75e-001</td>
<td>9.42e-003</td>
<td>1.34e-032</td>
<td>9.44e-014</td>
<td>6.62e-002</td>
<td>1.72e-001</td>
</tr>
<tr>
<td></td>
<td>std</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>9.49e-003</td>
<td>8.78e-002</td>
<td>2.74e-048</td>
<td>0</td>
<td>9.92e-04</td>
<td>7.35e-003</td>
<td>7.82e-002</td>
</tr>
</tbody>
</table>

Fig. 1. Search trace for minimizing 50-D Schwefel2.22 function.

Fig. 2. Search trace for minimizing 50-D Rosenbrock function.
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TABLE VII

<table>
<thead>
<tr>
<th>Function</th>
<th>Prob ((\rho_1,\rho_2))</th>
<th>((0.99,0.01))</th>
<th>((0.98,0.02))</th>
<th>((0.9,0.1))</th>
<th>((0.8,0.2))</th>
</tr>
</thead>
<tbody>
<tr>
<td>f01</td>
<td>1.75e-033(2.40e-033)</td>
<td>1.69e-038(5.96e-038)</td>
<td>1.48e-035(4.63e-035)</td>
<td>1.89e-035(5.90e-035)</td>
<td>2.00e-037(7.38e-037)</td>
</tr>
<tr>
<td>f02</td>
<td>3.83e-032(7.69e-032)</td>
<td>5.23e-035(2.09e-034)</td>
<td>2.91e-033(6.10e-033)</td>
<td>1.39e-032(2.23e-032)</td>
<td>2.80e-033(8.36e-033)</td>
</tr>
<tr>
<td>f03</td>
<td>6.96e-032(1.99e-031)</td>
<td>1.08193e-029(1.48592e-029)</td>
<td>4.42e-030(8.70e-030)</td>
<td>5.19e-031(8.71e-031)</td>
<td>1.04e-029(1.46e-029)</td>
</tr>
<tr>
<td>f04</td>
<td>4.53e-034(8.25e-034)</td>
<td>8.29e-035(2.31e-034)</td>
<td>2.36e-034(4.87e-034)</td>
<td>6.2e-035(1.51e-034)</td>
<td>2.94e-039(7.37e-039)</td>
</tr>
<tr>
<td>f05</td>
<td>1.19e-016(1.58e-016)</td>
<td>3.91e-017(5.36e-017)</td>
<td>1.00e-017(1.24e-017)</td>
<td>1.15e-016(1.44e-016)</td>
<td>1.24e-016(1.76e-016)</td>
</tr>
<tr>
<td>f06</td>
<td>2.69e-002(2.87e-002)</td>
<td>3.10e-002(4.47e-002)</td>
<td>3.45e-002(4.33e-002)</td>
<td>3.86e-002(4.91e-002)</td>
<td>1.37e-002(2.34e-002)</td>
</tr>
<tr>
<td>f07</td>
<td>1.54e-035(6.70e-035)</td>
<td>3.08e-075(6.10e-075)</td>
<td>5.72e-077(1.98e-076)</td>
<td>6.55e-075(2.77e-074)</td>
<td>3.23e-077(7.96e-077)</td>
</tr>
<tr>
<td>f08</td>
<td>0(0)</td>
<td>0(0)</td>
<td>0(0)</td>
<td>0(0)</td>
<td>0(0)</td>
</tr>
<tr>
<td>f09</td>
<td>7.44e-020(2.32e-019)</td>
<td>6.73e-021(1.70e-020)</td>
<td>9.41e-019(2.57e-018)</td>
<td>3.69e-019(1.36e-018)</td>
<td>9.22e-020(2.24e-019)</td>
</tr>
<tr>
<td>f10</td>
<td>0(0)</td>
<td>0(0)</td>
<td>0(0)</td>
<td>0(0)</td>
<td>0(0)</td>
</tr>
<tr>
<td>f11</td>
<td>5.95e-015(1.77e-015)</td>
<td>4.35e-015(1.07e-015)</td>
<td>4.00e-015(0)</td>
<td>4.00e-015(0)</td>
<td>4.00e-015(0)</td>
</tr>
<tr>
<td>f12</td>
<td>1.32e-014(2.95e-014)</td>
<td>0(0)</td>
<td>0(0)</td>
<td>0(0)</td>
<td>0(0)</td>
</tr>
<tr>
<td>f13</td>
<td>0(0)</td>
<td>0(0)</td>
<td>0(0)</td>
<td>0(0)</td>
<td>0(0)</td>
</tr>
<tr>
<td>f14</td>
<td>1.36e-004(2.71e-020)</td>
<td>1.36e-004(2.71e-020)</td>
<td>1.36e-004(2.71e-020)</td>
<td>1.36e-004(2.71e-020)</td>
<td>1.36e-004(2.71e-020)</td>
</tr>
<tr>
<td>f15</td>
<td>0(0)</td>
<td>0(0)</td>
<td>0(0)</td>
<td>0(0)</td>
<td>0(0)</td>
</tr>
<tr>
<td>f16</td>
<td>5.22e-001(1.15e-001)</td>
<td>3.98e-001(0)</td>
<td>3.98e-001(0)</td>
<td>3.98e-001(0)</td>
<td>3.98e-001(0)</td>
</tr>
<tr>
<td>f17</td>
<td>9.42e-033(2.74e-048)</td>
<td>9.42e-033(2.74e-048)</td>
<td>9.42e-033(2.74e-048)</td>
<td>9.42e-033(2.74e-048)</td>
<td>9.42e-033(2.74e-048)</td>
</tr>
<tr>
<td>f18</td>
<td>1.35e-032(0)</td>
<td>1.35e-032(0)</td>
<td>1.35e-032(0)</td>
<td>1.35e-032(0)</td>
<td>1.35e-032(0)</td>
</tr>
<tr>
<td>f19</td>
<td>1.73e-014(2.18e-014)</td>
<td>2.69e-014(2.64e-014)</td>
<td>3.32e-014(3.21e-014)</td>
<td>4.65e-014(4.00e-014)</td>
<td>3.84e-014(3.61e-014)</td>
</tr>
<tr>
<td>f20</td>
<td>6.79e-002(1.77e-002)</td>
<td>4.13e-002(1.23e-002)</td>
<td>3.72e-002(6.94e-008)</td>
<td>3.72e-002(6.94e-008)</td>
<td>3.72e-002(6.94e-008)</td>
</tr>
<tr>
<td>f21</td>
<td>1.23e-001(2.30e-002)</td>
<td>8.06e-002(2.05e-002)</td>
<td>8.61e-002(2.30e-002)</td>
<td>1.01e-001(3.23e-002)</td>
<td>1.02e-001(4.08e-002)</td>
</tr>
</tbody>
</table>

Fig. 3. Search trace for minimizing 50-D Griewank function.

Fig. 4. Search trace for minimizing 50-D Ackley function.

function), and at the aspect of searching speed, it just has a narrow loss in a few functions, but it doesn’t lose in precision. And besides, we can also see that DEDHC which is a simple MA consists of JADE and DHC outperforms JADE, this demonstrates that hybridize a global search method with a right local search method can be more efficient than global search alone. Of course, it also proves that the improved DHC is resultful. Furthermore, the performance of GADE-DHC, GADE, DEDHC and GADHC indicate that the three components of our proposed algorithm is essential.

V. CONCLUSIONS

When we design a memetic algorithm to solve some optimization problems, we should often take exploration, exploitation, cooperation and competition into consideration. Therefore, we often encounter some problems, for example: which local search method and global search method are suitable to solve a given problem, when to use local search method to locally improve an individual, and how to balance the ratio between global search method and local search method, etc.

In this paper, a novel memetic algorithm, named GADE-
DHC which use GA and DE as global search methods and DHC as local search method, is proposed. In this new memetic algorithm, GA is mainly used to quickly spread good genes in the population, DE is used to create competitive individuals and exploring promising area of solution space and DHC can search the neighborhood area of best individuals directionally which enhance the success rate of searching and reduce the time consumption. The frame based on its previous generation performance is adopted to adjust the usage frequency of these three components. Furthermore, experimental studies on 21 benchmark functions have demonstrated that the new strategy can obtain highly competitive results.

APPENDIX A

BENCHMARK FUNCTIONS

1. Sphere function

\[ f_{01} = \sum_{i=1}^{D} x_i^2 \quad -100 \leq x_i \leq 100 \]

2. Axis parallel hyper-ellipsoid function

\[ f_{02} = \sum_{i=1}^{D} x_i^2 \quad -100 \leq x_i \leq 100 \]
10. Generalized Griewank function

\[ f_{10} = \sum_{i=1}^{D} \frac{x_i^2}{4000} - \prod_{i=1}^{D} \cos\left(\frac{x_i}{\sqrt{i}}\right) + 1 \quad -600 \leq x_i \leq 600 \]

11. Ackley’s function

\[ f_{11} = -20 \exp\left(-0.2\sqrt{\frac{1}{D}\sum_{i=1}^{D} x_i^2}\right) - \exp\left(\frac{1}{D}\sum_{i=1}^{D} \cos(2\pi x_i)\right) + 20 + e \]

12. Generalized Rastrigin’s function

\[ f_{12} = \sum_{i=1}^{D} [x_i^2 - 10 \cos(2\pi x_i) + 10] \quad -5.12 \leq x_i \leq 5.12 \]

13. Noncontinuous Rastrigin function

\[ f_{13} = \sum_{i=1}^{D} (y_i^2 - 10 \cos(2\pi y_i) + 10) \quad -5.12 \leq x_i \leq 5.12 \]

\[ y_i = \begin{cases} x_i, & |x_i| < \frac{1}{2} \\ \text{round}(2x_i), & |x_i| \geq \frac{1}{2} \end{cases} \]

14. Generalized Schwefel’s Problem 2.26

\[ f_{14} = 418.982894 \sum_{i=1}^{D} x_i \sin\left(\sqrt{|x_i|}\right) \quad -500 \leq x_i \leq 500 \]

15. Weierstrass function

\[ f_{15} = \sum_{i=1}^{D} \left( \sum_{k=0}^{k_{max}} a^k \cos(2\pi b^k (x_i + 0.5)) \right) \quad -0.5 \leq x_i \leq 0.5 \]

\[ -D \sum_{k=0}^{k_{max}} [a^k \cos(2\pi b^k 0.5)] \]

\[ a = 0.5, b = 3, k_{max} = 20 \]

16. Salamon function

\[ f_{16} = 1 - \cos(2\pi \sum_{i=1}^{D} x_i) + 0.1 \sum_{i=1}^{D} x_i \quad -100 \leq x_i \leq 100 \]

17. Penalized 1 function

\[ f_{17} = \frac{\pi}{D} \left(10 \sin^2(\pi y_1) + \sum_{i=1}^{D-1} (y_i - 1)^2 \right) \left[1 + 10 \sin^2(\pi y_{i+1})\right] \]

\[ + (y_D - 1)^2 \right) + \sum_{i=1}^{D} u(x_i, 10, 100, 4) \quad -50 \leq x_i \leq 50 \]

\[ y = 1 + \frac{1}{4} (x_i + 1) \]

18. Penalized 2 function

\[ f_{18} = 0.1 \left[ \sin^2(3\pi x_1) + \sum_{i=1}^{D-1} x_i - 1^2 \left[1 + \sin^2(3\pi x_{i+1})\right] \right] \]

\[ + (x_D - 1)^2 \right) \left[1 + \sin^2(2\pi x_D)\right] + \sum_{i=1}^{D} u(x_i, 5, 100, 4) \quad -50 \leq x_i \leq 50 \]

(Advance online publication: 24 April 2015)
\[ u(x_i, a, k, m) = \begin{cases} 
0 & -a \leq x_i \leq a \\
 k(x_i - a)^m & x_i > a \\
 k(-x_i - a)^m & x_i < a 
\end{cases} \]

19. Alpine function

\[ f_{19} = \sum_{i=1}^{D} |x_i \sin(x_i) + 0.1x_i| - 10 \leq x_i \leq 10 \]

20. Schaffer F6 function

\[ f_{20} = \frac{\sin^2 \left( \sum_{i=1}^{D} x_i^2 - 0.5 \right)}{[1 + 0.001 \sum_{i=1}^{D} x_i^2]^2} + 0.5 - 100 \leq x_i \leq 100 \]

21. Schaffer F7 function

\[ f_{21} = \left( \sum_{i=1}^{D} x_i^2 \right)^{0.25} |\sin(50 \sum_{i=1}^{D} x_i^{0.1})| + 1.0 | - 100 \leq x_i \leq 100 \]
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