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Abstract—In this paper, a Synthetic Aperture Radar (SAR) image despeckling technique, based on lapped orthogonal transform (LOT) domain dual local Wiener filtering framework, is proposed. A logarithmic transformation is employed to convert the speckle contribution into additive noise. It is demonstrated that the local distribution of dyadic rearranged LOT coefficients of logarithmically transformed SAR images are well approximated using Gaussian distribution. The proposed LT domain structure employs two local Wiener filtering procedures to despeckle the SAR images. The signal variance is estimated using elliptic directional windows for different oriented subbands. The motivation of using a ‘lapped transformed (LT)’ is that they are robust to oversmoothing and preserve better oscillatory image components like textures. Experiments on real SAR images, show that the proposed method reduces speckle noise effectively while preserving textures and outperforms well known iterative probabilistic patch-based (PPB) filter and a recent directionlet based method, with much less computational complexity.
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I. INTRODUCTION

SAR images provide important information in many applications like surface surveillance, mine detection, automatic target recognition, search and rescue etc. The main problem in SAR imagery is that textures are usually corrupted by multiplicative speckle noise which is due to the coherent radiation in the process of imaging. The texture in the images usually contains very important information about the scene. The presence of speckle badly affects the human interpretation and further analysis. Thus, the despeckling of SAR images while preserving textural information is highly important.

A number of spatial domain methods have been proposed in the literature. The earlier spatial filters like Lee [1], Frost [2], Kuan [3] and Gamma MAP filter[4] work directly on intensity image and exploits the local statistics. These spatial filters often reduce the speckle at the cost of oversmoothing the details of the image. The SRAD (speckle reducing anisotropic diffusion) filter [5] is very effective in terms of speckle noise reduction and detail preservation compared to earlier spatial domain methods. In the well known probabilistic patch based (PPB) algorithm [6], the authors proposed a weighted maximum likelihood denoising method with probabilistic patch-based weights. The weights are iteratively refined based on the similarity between the noisy patches and the similarity of patches obtained from the previous estimate. The PPB algorithm have shown excellent despeckling results in the literature but its computational complexity is very high. The iterative version of PPB filter generally shows better despeckling performance only in low signal to noise ratio images.

In last one and half decades, the discrete wavelet transforms (DWT) have been universally recognized as extremely strong tool in image processing [7], [8], [9], [10], [11], [12], [13], [14] and have been used with good success in reducing speckle noise from SAR images[15], [16], [17]. The DWT based speckle reduction techniques overcome the problem of earlier spatial domain techniques[15], [18], [16], [19], [17] and are implemented in homomorphic and non-homomorphic frameworks. In the popular homomorphic [20] based approach, the logarithm operator is applied on the noisy image to convert the multiplicative noise into additive one. In [21] Solbo et al., in non-homomorphic framework, proposed a wavelet domain Γ-MAP (wavelet maximum a posteriori) filter. This filter exhibits high amount of blurring and oversmooth textures present in the images. Solbo et al. in [19] introduced an improved wavelet domain homomorphic Γ-MAP filter. The authors proposed to use the normal inverse Gaussian (NIG) distribution as a statistical model for the wavelet coefficients of both the reflectance image and the noisy image. A MAP estimator using the symmetric α-stable pdf was employed for the estimation of noise free wavelet coefficients [16]. It was shown that the wavelet coefficients of log transformed SAR images can be well modeled using α-stable distribution. Bhuiyan et al. [17] modeled the wavelet coefficients of log transformed SAR images using Cauchy pdf. A Bayesian minimum mean absolute error estimator and MAP estimator were employed using this prior to reduce the speckle from SAR images. In [22], a MAP estimator using 2D GARCH prior is used to estimate the noise free wavelet coefficients. The authors show that the wavelet coefficients of log transformed SAR images are best modeled using 2D GARCH model.

A number of non-homomorphic wavelet domain methods for speckle noise reduction also exist in literature. A low complexity mean based smoothing operation was employed in stationary wavelet transform (SWT) domain to despeckle the SAR images. The authors in [23] proposed a denoising method in undecimated wavelet domain using MAP estimator and assumed the pdf of each wavelet coefficient as Generalized Gaussian. The parameters of the Generalized Gaussian pdf are taken to be space varying within each wavelet frame. Argenti et al. in [24], show that the MAP
estimator in undecimated wavelet domain with coefficients modeled as Laplacian with Gaussian noise shows comparable despeckling results with the performance of MAP estimator in the same domain with the coefficients modeled as Generalized Gaussian, with computational complexity less than ten times. Parrilli et al. [25] introduced an improved form of BM3D method where several steps of original BM3D structure were modified to take care of SAR class of images.

The orthogonal DWT’s are not very good in capturing the 2D singularities found in the images[26], [27], [28], [29]. To overcome this problem, various computationally complex transforms like directionlet, contourlet, bandelet, curvelet etc. have been proposed in the literature [26], [27], [28]. Recently, a few approaches on LT based image denoising have been proposed [30], [31], [32], [29]. The motivation for image denoising in LT domain is that LTs have good energy compaction and are robust to oversmoothing. The LTs are orthogonal transforms, hence signal and noise statistics can be modeled precisely in the LT domain. Since the LTs are block transforms, the LT coefficients are first rearranged in a wavelet like structure (octave like representation), then the subband statistics of the rearranged LT coefficients are modeled in a way similar to wavelet coefficients [30], [33], [29].

It has been shown that LT domain image denoising methods are very good in preserving oscillatory components present in the images like textures and shows competitive performance compared to wavelet domain techniques. The authors in [34], observed that the LOT based despeckling approaches are well capable in reducing the speckle noise from homogeneous regions and also preserves more textures. The LT has been proposed to overcome the annoying blocking artifact problem of DCT with increased coding gain and have extended basis functions which overlap across the block boundaries. The LOT bases have length of DCT with significantly reduced blocking artifacts. The basis functions of LOT are larger than the block size and decay smoothly to zero at the block boundaries which leads to highly reduced blocking artifacts. The LOT bases have length of 2M for a block of M sample. The feasible LOT matrix

\[ P = \frac{1}{2} \begin{pmatrix} D_e - D_o & D_e - D_o \\ J(D_e - D_o) & -J(D_e - D_o) \end{pmatrix} \]  

where \( D_e \) and \( D_o \) are the \( M \times M/2 \) matrices containing the even and odd DCT functions respectively. The matrix \( J \) is the counter identity matrix

\[ J = \begin{pmatrix} 0 & 0 & \ldots & 0 & 1 \\ 0 & 0 & \ldots & 1 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 1 & \ldots & 0 & 0 \\ 1 & 0 & \ldots & 0 & 0 \end{pmatrix} \]  

The optimal LOT matrix is computed by [35]

\[ P_0 = PZ \]  

where \( Z \) is an orthogonal matrix. An optimal \( Z \) is required to obtain an optimal LOT matrix. The covariance matrix is given by [35]

\[ R_0 = Z' P' R_{xx} P Z \]  

This paper is organized as follows. In Section II, an introduction on LOT and statistical modeling of SAR image is presented. The proposed LT based despeckling framework is explained in Section III. In Section IV, the performance of proposed technique is evaluated and is compared with several SAR image despeckling methods. Finally, in Section V we give some conclusions.

II. LAPPED ORTHOGONAL TRANSFORM (LOT) AND STATISTICAL MODELING OF SAR IMAGE

A. LOT

The lapped orthogonal transform (LOT) [35], [44] is a block transform and was introduced as an alternative to 2D DCT with significantly reduced blocking artifacts. The basis functions of LOT are larger than the block size and decay smoothly to zero at the block boundaries which leads to highly reduced blocking artifacts. The LOT bases have length of 2M for a block of M sample. The feasible LOT matrix

\[ P = \frac{1}{2} \begin{pmatrix} D_e - D_o & D_e - D_o \\ J(D_e - D_o) & -J(D_e - D_o) \end{pmatrix} \]  

where \( D_e \) and \( D_o \) are the \( M \times M/2 \) matrices containing the even and odd DCT functions respectively. The matrix \( J \) is the counter identity matrix

\[ J = \begin{pmatrix} 0 & 0 & \ldots & 0 & 1 \\ 0 & 0 & \ldots & 1 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 1 & \ldots & 0 & 0 \\ 1 & 0 & \ldots & 0 & 0 \end{pmatrix} \]  

The optimal LOT matrix is computed by [35]

\[ P_0 = PZ \]  

where \( Z \) is an orthogonal matrix. An optimal \( Z \) is required to obtain an optimal LOT matrix. The covariance matrix is given by [35]

\[ R_0 = Z' P' R_{xx} P Z \]
With $P$ and $R_{sx}$ fixed, the transform coding gain is maximized when $R_0$ is diagonal which signifies that the columns of $Z$ are the eigen vectors of $P' R_{sx} P$. With such matrix $Z$, the optimal LOT matrix $P_0$ can be computed.

Xiong et al. in [45] introduced an octave-like representation for 8x8 block DCT coefficients and show that the 8x8 DCT coefficients can be rearranged into a single three level wavelet like structure. Malvar proposed a similar dyadic rearrangement for LT coefficients in [36] i.e. block LT coefficients can be rearranged into a wavelet-like structure of $J_w = \log_2 M$ decomposition levels. Fig. 1(b) shows block LOT decomposition ($M=8$) of a noiseless aerial image (Fig. 1(a)). Fig. 1(c) shows the rearrangement of LOT coefficients into 3-level wavelet like structure.

B. Speckle noise statistics

The model of SAR image has the following form (assuming the speckle to be fully developed)[46]

$$Z_{SAR}(i,j) = Y_{SAR}(i,j) + \eta_{SAR}(i,j)$$

where $Y_{SAR}(i,j)$ is a clean image, $Z_{SAR}(i,j)$ is the noisy observation of $Y_{SAR}(i,j)$. The $\eta_{SAR}(i,j)$ is the multiplicative noise component. The speckle considered here is a complex process with Gaussian distributed real and imaginary parts. The intensity of the resulting complex field is a complex process with Gaussian distributed real and multiplicative noise component. The speckle considered here is a complex process with Gaussian distributed real and imaginary parts. The intensity of the resulting complex field is exponentially distributed and the amplitude is Rayleigh distributed [47]. In case of a L-look processing, the averaging of $L$ independent observations is performed. The $\eta_{SAR}$ is then modeled using a $\Gamma(L, L)$ distribution

$$P(\eta_{SAR}) = \frac{L^{L-1} e^{-\eta_{SAR} L}}{\Gamma(L)}$$

The logarithmic function is applied on both sides of (5) to convert the multiplicative noise model to an additive one.

$$\log Z_{SAR}(i,j) = \log Y_{SAR}(i,j) + \log \eta_{SAR}(i,j)$$

(7) can be expressed as

$$Z(i,j) = Y(i,j) + N(i,j)$$

where $Z(i,j), Y(i,j)$ and $N(i,j)$ are the logarithms of $Z_{SAR}(i,j), Y_{SAR}(i,j)$ and $\eta_{SAR}(i,j)$ respectively. The distribution of log transformed speckle can be well approximated by Gaussian distribution [17], therefore we assume log-transformed speckle noise to be additive white Gaussian noise with standard deviation $\sigma_n$.

C. Statistical Modeling of log transformed SAR image LOT coefficients

After applying the LOT on (8) and rearranging the block LOT coefficients into $J$ level wavelet like structure (octave-like representation), we have

$$z^q_n(i,j) = y^q_n(i,j) + n^q_n(i,j)$$

where $z^q_n(i,j)$, $y^q_n(i,j)$ and $n^q_n(i,j)$ represent the $(i,j)^{th}$ LOT coefficient, at orientation $p$ with level $q$ of the log transformed SAR image, the corresponding log transformed reflectance and the corresponding speckle component respectively. It is to be noted that due to orthogonality of the LOT, $n$ is also independent identically distributed white Gaussian with zero mean and standard deviation of $\sigma_n$. The mean value of the log-transformed speckle noise is biased and therefore requires a correction to adjust the bias so that the radiometric distortion can be avoided [48]. Hazarika et al. [34] study the global statistics of dyadic rearranged LOT coefficients of log transformed SAR images and show that the global statistics of subband coefficients is highly non Gaussian.

In this paper, we model the local distribution of the dyadic rearranged LOT coefficients of log transformed SAR image, to be independent and identically distributed Gaussian with zero mean and spatially varying variance. In order to justify the assumption of local distribution of the log transformed LOT coefficients to be Gaussian for SAR class of images, in Table I we determine the average skewness and kurtosis values for different subbands of dyadic rearranged LOT coefficients for three log transformed SAR (approximately clean) images, using 3x3, 5x5 and 7x7 square shaped neighborhoods (for the sake of simplicity). In Table I, for every neighborhood, the first and second rows show the corresponding average kurtosis and skewness values respectively. Since, all real SAR images are inherently contaminated by speckle noise, the real SAR images are first filtered using the well known PPB filter [6] and then the filtered images are treated as reasonable approximation of speckle free radar reflectivity. For a Gaussian distribution, the skewness value (which indicates about the symmetry of the distribution) is 0 and the kurtosis value (which indicates about the peakedness)
is 3. It can be observed from Table I that the skewness and kurtosis values are well close to zero and three respectively in most of the subbands. Therefore, Gaussian distribution is well able to model the local distribution of the dyadic rearranged LOT coefficients of log transformed SAR images. It is to be noted that the local Wiener filter provides optimal performance when both the signal and noise are Gaussian distributed[49]. Fig. 2(a) and Fig. 3(a) shows the histogram of one of the finest subband of ‘chinalake’ and ‘maricopa’ SAR images (approximately noise free) respectively. Fig. 2(b) and Fig. 3(b) shows the same coefficients when normalized by their estimated standard deviations respectively. It is observed that the normalized histogram is well approximated by a zero mean, unit variance Gaussian probability density function.

### III. LOT BASED DUAL LOCAL WIENER FILTERING STRUCTURE FOR SAR IMAGE DESPECKLING

The local Wiener filtering in LOT domain can be performed in two major steps:

First the signal variance estimation for each coefficient in the LOT domain is carried out using the observed noisy coefficients in a local neighborhood. When the size of the region used for signal variance estimation is large and if the coefficients are locally independent and identically distributed, then the signal variance estimation is likely to be more reliable. But the locally independent and identically distributed assumption seems to be unreliable if we go on increasing the size of the neighborhood, which indicates that the reliable signal variance estimation can be achieved by choosing appropriate neighborhood region. Various techniques based on locally varying windows have been reported in the literature. In [50], the authors proposed the concept of adaptive window based variance estimation using the bootstrap technique. A square shaped window using region expansion was discussed in [51]. Eom and Kim [40] introduced a nearly arbitrarily shaped window to obtain more accurate local variance. Shui in [41] proposed elliptic directional windows, for different oriented subbands, for more reliable signal variance estimation. The elliptic directional window provides better estimates within and around energy clusters which helps in better preservation of edges and textures in the images[41].

We estimate the signal variances in each oriented subband using elliptic directional windows. The elliptic directional windows produces better variance estimates than simple square shaped windows [41]. For each noisy LOT coefficient, the signal variance is estimated by:

\[
\hat{\sigma}_g^2(m,n) = \max (0, \frac{1}{W_{LD}} \sum_{i,j} z^2(m+i, n+j) - \sigma_n^2) \tag{10}
\]

An elliptic directional window is expressed as [41]

\[
W_{LD}(s_i, s_h) = \{(u,v) \in \mathbb{D}^2 : u^2 + s_i^2 v^2 \leq s_h^2 \} \tag{11}
\]

where the parameters \(s_i\) and \(s_h\) are positive real numbers. The parameter \(s_i\) denotes the size of the window and \(s_h\) determines its shape. As the three oriented subbands usually show different directional features, we use a longer elliptic window \(W_{LD}(s_i, s_h)(s_h > 1)\) in horizontal subbands and a higher elliptic window \(W_{LD}(s_i, 1/s_h)(s_h > 1)\) in vertical subbands. A cross shaped window made of two oblique ellipses are employed in diagonal subbands because the energy clusters in this band are distributed approximately in the diagonal and antidiagonal directions. A cross shaped window is expressed as [41]:

\[
W_{LD,c}(s_i, s_h) = \{(u,v) : \min\left\{|p|^2 + q^2, s_i^2 |p|^2 + s_h^2 q^2\right\} \leq s_h^2 \} \tag{12}
\]

where \((p,q) = (u-v, u+v)\) and \(s_h > 1\). Fig. 4(a), 4(b) and 4(c) shows example of directional windows \(W_{LD}(3,2)\), \(W_{LD}(3,1/2)\) and \(W_{LD,c}(3,2)\) respectively and Fig. 5(a), 5(b) and 5(c) shows windows \(W_{LD}(6,2)\), \(W_{LD}(6,1/2)\) and \(W_{LD,c}(6,2)\) respectively.

The selection of shape and size of the elliptic directional window is very important in the proposed framework.

### Table I

**Average skewness and kurtosis values for different subbands of dyadic rearranged LOT coefficients**

<table>
<thead>
<tr>
<th>Image</th>
<th>Subbands</th>
<th>LH1</th>
<th>LH1</th>
<th>HH1</th>
<th>LH2</th>
<th>LH2</th>
<th>HH2</th>
<th>HH2</th>
<th>LH3</th>
<th>LH3</th>
<th>HH3</th>
<th>HH3</th>
</tr>
</thead>
<tbody>
<tr>
<td>'maricopa'</td>
<td>7x7</td>
<td>2.659</td>
<td>2.559</td>
<td>2.532</td>
<td>2.601</td>
<td>2.546</td>
<td>2.562</td>
<td>2.562</td>
<td>2.562</td>
<td>2.562</td>
<td>2.562</td>
<td>2.562</td>
</tr>
<tr>
<td>'piperiv'</td>
<td>5x5</td>
<td>2.345</td>
<td>2.320</td>
<td>2.313</td>
<td>2.353</td>
<td>2.349</td>
<td>2.367</td>
<td>2.386</td>
<td>2.386</td>
<td>2.386</td>
<td>2.386</td>
<td>2.386</td>
</tr>
<tr>
<td>'piperiv'</td>
<td>3x3</td>
<td>2.723</td>
<td>2.704</td>
<td>2.686</td>
<td>2.644</td>
<td>2.656</td>
<td>2.686</td>
<td>2.686</td>
<td>2.686</td>
<td>2.686</td>
<td>2.686</td>
<td>2.686</td>
</tr>
</tbody>
</table>

*Image courtesy of Sandia National Laboratories, Airborne ISR.*

(Advance online publication: 21 November 2015)
from the finest scale to coarsest scale the energy clusters reduces in size, the window sizes should also be reduced slowly from finest scale to the coarsest scale. The large window sizes should be used in high noise conditions and relatively smaller sized windows should be used in low noise cases[41]. The noise standard deviation is obtained from the noisy LOT coefficients in the first scale using [52]:

\[ \hat{\sigma}_n = K_s \frac{\text{Median}(|z(i, j)|)}{0.6745}, z(i, j) \in HH_1 \] (13)

where \( K_s \) is a smoothing factor.

The second important step is the estimation of signal LOT coefficients using LMMSE estimator which is expressed as [38], [41]:

\[ \hat{\sigma}_p = \frac{\hat{\sigma}_p^2(m, n)}{\hat{\sigma}_n^2(m, n) + \hat{\sigma}_n^2(m, n)} z(m, n) \] (14)

where \( z(m, n) \) is the LOT coefficient of log-transformed SAR image.

The various steps involved in despeckling an SAR image using single LOT domain local Wiener filtering procedure are summarized as follows:

1) Apply the logarithm transformation on the SAR image
2) Perform block LOT operation on the log transformed SAR image
3) Arrange block LOT coefficients into octave-like form
4) Estimate signal variance using (10)
5) Estimate signal LOT coefficients using (14)
6) Rearrange LOT coefficients into block decomposition form
7) Perform inverse LOT operation on the coefficients obtained in step 6
8) The mean of log transformed noise is subtracted from the output obtained in step 7 [48], [43]
9) Perform exponential operation on the values obtained in step 8

It has been shown in literature that the performance of single point Wiener filtering can be improved further by using empirical Wiener filtering which employs pilot signal [38], [41]. In this paper, we introduce a LOT domain dual local Wiener filtering structure (in homomorphic framework) to despeckle SAR images. Fig.6 shows the block diagram of proposed LOT domain framework. The framework uses two local Wiener filtering procedures where the first local Wiener filtering is performed in LOT-1 domain and uses (14) to produce an approximately clean version of the image which is used as a pilot image in the second local Wiener filtering procedure. The second LOT domain local Wiener filtering procedure makes use of the following equation to restore the noisy LOT coefficients:

\[ \hat{y}_p(m, n) = \frac{\hat{\sigma}_p^2(m, n)}{\hat{\sigma}_n^2(m, n) + \hat{\sigma}_n^2(m, n)} z_{\text{LOT-2}}(m, n) \] (15)

where \( z_{\text{LOT-2}}(m, n) \) is the coefficient of actual log-transformed SAR image in LOT-2 domain and \( \sigma_{pp}^2(m, n) \) is

**Table II**

<table>
<thead>
<tr>
<th>LOT-1</th>
<th>LOT-2</th>
<th>PSNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>M=4</td>
<td>M=8</td>
<td>22.27</td>
</tr>
<tr>
<td>M=8</td>
<td>M=16</td>
<td>22.58</td>
</tr>
<tr>
<td>M=16</td>
<td>M=16</td>
<td>22.32</td>
</tr>
<tr>
<td>M=4</td>
<td>M=4</td>
<td>22.42</td>
</tr>
<tr>
<td>M=8</td>
<td>M=8</td>
<td>22.46</td>
</tr>
<tr>
<td>M=16</td>
<td>M=16</td>
<td>22.27</td>
</tr>
</tbody>
</table>

**Fig. 4.** Elliptic directional windows with \( s_i=3 \) and \( s_h=2 \) (a) Horizontal window (b) Vertical window and (c) Diagonal window

**Fig. 5.** Elliptic directional windows with \( s_i=6 \) and \( s_h=2 \) (a) Horizontal window (b) Vertical window and (c) Diagonal window
the signal variance estimated from the \textit{pilot} image in LOT-2 domain.

In [37], [41], [42], the authors demonstrated that the denoising performance can be improved further if two different wavelet bases are used in the empirical Wiener filtering structure. Since the application of LOT(M=4), LOT(M=8) and LOT(M=16) show quite different objective and subjective output results, we study the effect of employing five different combinations of M in first local Wiener filtering procedure and second local Wiener filtering procedure, on the despeckling performance (in terms of PSNR) of DLWF-LOT framework, for an artificially speckled ‘aerial’ image as shown in Table II. Table II demonstrates that the combination of LOT-1 with M=4 (first local Wiener filtering procedure) and LOT-2 with M=16 (second local Wiener filtering procedure) is the best combination and hence employed in the proposed DLWF-LOT structure.

IV. EXPERIMENTAL RESULTS

This section presents the despeckling results of proposed LOT based framework using synthetically speckled and real SAR images. We compare the performance of proposed method with three following well known despeckling techniques:

1) Linear MMSE filtering in undecimated wavelet transform domain [18]
2) PPB (iterative version) based method [6]
3) Directionlet based method [28]

The method discussed in [18], [6], [28], single LOT domain local Wiener filtering procedure for SAR image despeckling and proposed dual local Wiener filtering framework are referred to as UDWT-LMMSE, PPB, Directionlet, LWF-LOT and DLWF-LOT techniques respectively.

In the first local Wiener filtering procedure of DLWF-LOT, the elliptic directional windows \( W_{LD}(s_i, s_h) \), \( W_{LD}(s_i, 1/s_h) \) and \( W_{LD'}(s_i, s_h) \) with \( s_h=2 \), \( s=6 \) and 3, from finest to coarsest scale are used, respectively (large size windows should be used in high noise cases). In the second local Wiener filtering procedure of DLWF-LOT, we use \( s_h=2 \), \( s=2 \), 1 and 1 from finest to coarsest scale, respectively (relatively small size windows should be used in low noise cases). In LWF-LOT method, we perform LOT with M=16 and use the elliptic directional windows \( W_{LD}(s_i, s_h) \), \( W_{LD}(s_i, 1/s_h) \) and \( W_{LD'}(s_i, s_h) \) with \( s_h=2 \), \( s=8 \), 4, 2, 2 from finest to coarsest scale are used, respectively. The UDWT-LMMSE implementation uses four multiresolution levels and 9/7 biorthogonal wavelet. The results of PPB method have been obtained using publically available Matlab code made available by its authors on their website. The results were obtained using 25 number of iterations, \( T=0.2 \), \( \alpha=0.92 \), 21x21 search window with 7x7 patch. The results of UDWT-LMMSE scheme have been obtained from the authors through direct web based service and the results of directionlet based method have been obtained using authors own code run by the authors themselves on our SAR images.

A. With synthetically speckled Aerial images

The use of synthetically speckled aerial images, with its noise free version available, allows objective performance analysis. The aerial images resembles real SAR images in terms of very similar scene features. The original aerial images used in this subsection are shown in Fig. 7. The aerial image ‘Aerial1’ shown in Fig. 7(a) is obtained from USC-SIPI image database (www.sipi.usc.edu/database/). The aerial image ‘Aerial2’ shown in Fig. 7(b) is obtained by cropping...
The despeckling performance comparison: respectively.

Wiener filtering-1 and local Wiener filtering-2 procedures is computed using the following expression [16]:

\[
S_{\text{MSE}} = 10 \log_{10} \left( \frac{\sum_{i=1}^{N} Y_i^2}{\sum_{i=1}^{N} (\hat{Y}_i - Y_i)^2} \right)
\]  

(16)

where \( N \) denotes size of the image and \( Y \) and \( \hat{Y} \) are noise free and despeckled images respectively. The SSIM index [54] measures the structural similarity between the noise free version of the image and its distorted form (in this case, the despeckled image). SSIM index is a good indicator of perceived image quality and popularly used in the literature for comparing the denoising performance of different techniques. The publicly available Matlab code (www.ece.uwaterloo.ca/ z70wang/research/ssim) is used for calculating the SSIM index. The edge preservation index (\( \beta \)) is used to evaluate the performance of edge preservation and is computed using the following expression [16]:

\[
\beta = \frac{\Gamma(\Delta Y - \Delta Y', \Delta Y' - \Delta Y)}{\sqrt{\Gamma(\Delta Y - \Delta Y', \Delta Y - \Delta Y') \Gamma(\Delta Y' - \Delta Y, \Delta Y' - \Delta Y)}}
\]

(17)

where \( \Delta Y \) and \( \Delta Y' \) are the high pass filtered versions of noise free image and despeckled image respectively. By applying Laplacian of Gaussian (LOG) filter, the required high pass filtered version of the images were obtained. The \( \Delta Y \) and \( \Delta Y' \) denote the mean values of \( \Delta Y \) and \( \Delta Y' \) respectively and \( \Gamma(a, b) = \sum_{i, j} a(i, j) b(i, j) \). For optimal effect of edge preservation, the \( \beta \) should be close to one.

Table III shows that UDWT-LMMSE method performs best in terms of \( S_{\text{MSE}} \) ratio but exhibits low \( \beta \) values, compared to PPB and DLWF-LOT methods. PPB method outperforms UDWT-LMMSE and Directionlet method in terms of \( \beta \) value. The proposed LOT based framework provides larger values of edge preservation factor (\( \beta \)) and SSIM index results in comparison to all other methods, therefore indicating a better ability to preserve edge structures and provides despeckled images with better perceived image quality. Fig. 8 shows the visual results for ‘Aerial2’ image. The despeckled image provided by Directionlet method shows oversmoothing of important details (Fig 8(d)). Fig. 8(b) demonstrates that UDWT-LMMSE method is well efficient in reducing the speckle but shows slightly inferior results in retaining the edges compared to PPB and proposed method. The proposed method when compared to UDWT-LMMSE, PPB, Directionlet and LWF-LOT methods (Fig 8(b), 8(c) and 8(d)) shows good trade off between smoothing and texture preservation.

B. Using real SAR images

The despeckling performance assessment in SAR image despeckling, in the absence of clean images, is a very tough task. Out of various performance measures available in literature we have used the following widely popular measures:

1) Equivalent number of looks (ENL): ENL represents the degree of speckle smoothing in a homogeneous region. Higher ENL value indicates better speckle reduction. Theoretically, the ENL value equals the number of looks of an intensity image. It is computed as [19], [17], [25]:

\[
ENL = \frac{\text{var}(\hat{Y}_{\text{SAR}})}{\text{var}(Y_{\text{SAR}})}
\]

(18)

where \( \text{var}(\hat{Y}_{\text{SAR}}) \) and \( \text{var}(Y_{\text{SAR}}) \) are estimated from a homogeneous region in the despeckled image.

2) Edge save index (ESI): ESI [55], [56], [28] indicates the edge preservation ability of the despeckling method. The ESI is computed in the horizontal (\( ESI^H \)) and vertical (\( ESI^V \)) directions. The \( ESI^H \) is computed from the following expression:

\[
ESI^H = \sum_{i=1}^{r} \sum_{j=1}^{c} |\hat{Y}_{\text{SAR}}(i, j + 1) - \hat{Y}_{\text{SAR}}(i, j)| \\
- \sum_{i=1}^{r} \sum_{j=1}^{c} |Z_{\text{SAR}}(i, j + 1) - Z_{\text{SAR}}(i, j)|
\]

(19)

where \( \hat{Y}_{\text{SAR}} \) is despeckled image and \( Z_{\text{SAR}} \) is the original SAR image. \( r \) and \( c \) denotes the number of rows and columns in the SAR image. The \( ESI^V \) is computed from the following expression:

\[
ESI^V = \sum_{i=1}^{r} \sum_{j=1}^{c} |\hat{Y}_{\text{SAR}}(i + 1, j) - \hat{Y}_{\text{SAR}}(i, j)| \\
- \sum_{i=1}^{r} \sum_{j=1}^{c} |Z_{\text{SAR}}(i + 1, j) - Z_{\text{SAR}}(i, j)|
\]

(20)

The higher the ESI, the better the edge saving ability.

3) Ratio image analysis: Ratio image [57], [58], [59] is the pointwise ratio of real SAR image to the despeckled image. In case of ideal despeckling, the ratio image should contain speckle only.

a) Ratio image mean (\( M_{RI} \)): \( M_{RI} \) indicates the degree of radiometric preservation and is ideally equals to one. Hence, despeckling methods which provide \( M_{RI} \) close to unity indicate better performance of radiometric preservation.

b) Visual analysis of ratio image: The visual analysis of ratio image also indicates the performance of a despeckling technique. The presence of any structural details correlated to the actual image shows that the despeckling technique has smoothed not only speckle noise but few important details also.

‘boston’ image available in Matlab’s image processing toolbox. Three different levels of artificially generated speckle noise with \( L=2, 4 \) and 16 are used in the simulation.

In the LWF-LOT implementation, for synthetically speckled and real SAR images, the value of \( K_s \) is set to 1. In the DLWF-LOT implementation, for synthetically speckled images, the value of \( K_s \) is set to 0.88 and 1 in the local Wiener filtering-1 and local Wiener filtering-2 procedures respectively.

Three widely used objective metrics are employed for despeckling performance comparison:

1) Signal to mean square error (S/MSE) ratio
2) Structural similarity (SSIM) index
3) Edge preservation index (\( \beta \))

\[ E = \left\{ \frac{\text{var}(\hat{Y}_{\text{SAR}})}{\text{var}(Y_{\text{SAR}})} \right\}^{\frac{1}{2}} \]

(15)
TABLE III

S/MSE, SSIM AND β VALUES OBTAINED BY DIFFERENT DESPECKLING ALGORITHMS FOR TWO AERIAL IMAGES

<table>
<thead>
<tr>
<th>Method</th>
<th>L=2</th>
<th>S/MSE</th>
<th>SSIM</th>
<th>β</th>
<th>L=4</th>
<th>S/MSE</th>
<th>SSIM</th>
<th>β</th>
<th>L=16</th>
<th>S/MSE</th>
<th>SSIM</th>
<th>β</th>
</tr>
</thead>
<tbody>
<tr>
<td>UDWT-LMMSE</td>
<td></td>
<td>16.26</td>
<td>0.6325</td>
<td>0.3451</td>
<td></td>
<td>17.92</td>
<td>0.7394</td>
<td>0.4695</td>
<td></td>
<td>21.84</td>
<td>0.8824</td>
<td>0.7163</td>
</tr>
<tr>
<td>LWF-LOT</td>
<td></td>
<td>16.34</td>
<td>0.5808</td>
<td>0.3469</td>
<td></td>
<td>18.26</td>
<td>0.7279</td>
<td>0.4909</td>
<td></td>
<td>22.60</td>
<td>0.8691</td>
<td>0.7164</td>
</tr>
<tr>
<td>LWF-LOT</td>
<td></td>
<td>14.27</td>
<td>0.6625</td>
<td>0.3520</td>
<td></td>
<td>17.52</td>
<td>0.7510</td>
<td>0.4845</td>
<td></td>
<td>21.86</td>
<td>0.8801</td>
<td>0.7164</td>
</tr>
<tr>
<td>DLWF-LOT</td>
<td></td>
<td>14.01</td>
<td>0.6010</td>
<td>0.3674</td>
<td></td>
<td>17.49</td>
<td>0.7667</td>
<td>0.4975</td>
<td></td>
<td>21.94</td>
<td>0.8850</td>
<td>0.7408</td>
</tr>
</tbody>
</table>

Fig. 8. Despeckled images for ‘Aerial1’ image (a) Noisy (L=4) (b) Using UDWT-LMMSE [18] (c) Using LWF-LOT (f) Using DLWF-LOT

Fig. 9. (a) Ku-band SAR images (b) X-band SAR image acquired by twin otter aircraft of Sandia National Laboratories. (c) Intensity image of Horsetrack near Albuquerque, New Mexico, (d) Intensity image of Hangars at Kirtland AFB, Albuquerque, New Mexico and (e) Intensity image of Sports complex, Albuquerque, New Mexico.

In this paper, we report the experimental results for three real SAR images (displayed in Fig. 9). The real SAR images used for various experiments in this paper are freely available for download at www.sandia.gov/RADAR/sar.html. Fig. 9(a), 9(c) are Ku-band SAR images and Fig. 9(b) is a X-band SAR image acquired by twin otter aircraft of Sandia National Laboratories. Fig. 9(a) shows an intensity image of Horsetrack near Albuquerque, New Mexico, Fig. 9(b) shows an intensity image of Hangars at Kirtland AFB, Albuquerque, New Mexico and Fig. 9(c) shows an intensity image of Sports complex, Albuquerque, New Mexico.

In the DLWF-LOT implementation, for real SAR images, the value of $K_s$ is set to 1.1 and 1 in the local Wiener filtering-1 and local Wiener filtering-2 procedures respectively.

The ENL and ESI values obtained for various despeckling methods are provided in Table IV. For ENL computation two homogeneous regions, ‘Region1’ and ‘Region2’, in each SAR image have been selected. Region1 and Region2 comprise of 30x43 and 40x35 pixels in ‘horsetrack’, 25x43 and 37x21 pixels in ‘stadium’ and 12x33 and 20x30 pixels in ‘hangars’ respectively. It is obvious from Table IV that the DLWF-LOT method outperforms the UDWT-LMMSE method and PPB method both in terms of ENL and ESI values in most of the situations. The directionlet based method provides very high value of ENL compared to all other methods including proposed method, which is achieved at the cost of oversmoothed images, the same can be verified by observing extremely low values of ESI. The UDWT-LMMSE method exhibits very low values of ESI compared to PPB and DLWF-LOT methods.

As shown in Table V, the LOT based methods in most of the cases, obtains closer results to the ideal value of $M_{RI}$ which indicates its better ability of radiometric preservation. The despeckled images obtained from UDWT-LMMSE, PPB, directionlet based method, LWF-LOT and DLWF-LOT

(Advance online publication: 21 November 2015)
methods are shown in Fig. 10. It is observed that the speckle noise is well reduced in almost all the despeckled images, however in terms of details and edge preservation the DLWF-LOT method performs the best. The output image (Fig. 10(d)) obtained using Directionlet method clearly shows oversmoothing of details.

The superiority of DLWF-LOT over UDWT-LMMSE, PPB, directionlet and LWF-LOT methods can also be verified by visual inspection of ratio images shown in Fig. 11. The ratio images shown in Fig. 11(b), 11(c), 11(d) and 11(e)
TABLE IV
ENL and ESI values obtained by different despeckling algorithms for three real SAR images

<table>
<thead>
<tr>
<th></th>
<th>ENL</th>
<th>ESI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>horsetrack</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>15.57</td>
<td>11.43</td>
</tr>
<tr>
<td>UDWT-LMMSE</td>
<td>32.52</td>
<td>22.49</td>
</tr>
<tr>
<td>PPB</td>
<td>36.01</td>
<td>18.77</td>
</tr>
<tr>
<td>Directionlet</td>
<td>666.62</td>
<td>659.92</td>
</tr>
<tr>
<td>DLWF-LOT</td>
<td>53.35</td>
<td>22.54</td>
</tr>
<tr>
<td>DLWF-LOT</td>
<td>50.68</td>
<td>21.17</td>
</tr>
<tr>
<td><strong>stadium</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>14.92</td>
<td>21.79</td>
</tr>
<tr>
<td>UDWT-LMMSE</td>
<td>25.59</td>
<td>36.99</td>
</tr>
<tr>
<td>PPB</td>
<td>21.87</td>
<td>33.92</td>
</tr>
<tr>
<td>Directionlet</td>
<td>123.62</td>
<td>135.91</td>
</tr>
<tr>
<td>DLWF-LOT</td>
<td>29.42</td>
<td>43.13</td>
</tr>
<tr>
<td>DLWF-LOT</td>
<td>28.45</td>
<td>37.90</td>
</tr>
<tr>
<td><strong>hangars</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>12.35</td>
<td>11.18</td>
</tr>
<tr>
<td>UDWT-LMMSE</td>
<td>20.26</td>
<td>17.08</td>
</tr>
<tr>
<td>PPB</td>
<td>17.70</td>
<td>18.83</td>
</tr>
<tr>
<td>Directionlet</td>
<td>48.23</td>
<td>28.12</td>
</tr>
<tr>
<td>DLWF-LOT</td>
<td>23.50</td>
<td>24.83</td>
</tr>
<tr>
<td>DLWF-LOT</td>
<td>18.44</td>
<td>17.44</td>
</tr>
</tbody>
</table>

TABLE V
Mean of ratio image ($M_{RI}$) for three real SAR images

<table>
<thead>
<tr>
<th></th>
<th>horsetrack</th>
<th>stadium</th>
<th>hangars</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>0.9861</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UDWT-LMMSE</td>
<td>0.9760</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PPB</td>
<td>0.9712</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Directionlet</td>
<td>1.0366</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LWF-LOT</td>
<td>0.9791</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DLWF-LOT</td>
<td>0.9760</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

V. CONCLUSION

An effective LOT domain dual local Wiener filtering framework is proposed for SAR image despeckling. It was shown that Gaussian distribution is able to model the local statistics of dyadic rearranged LOT coefficients of the logarithmically transformed reflectance image. Experimental results show that the proposed despeckling method outperforms several recent well known methods and can achieve both the speckle reduction and texture preservation simultaneously with much less computational complexity.
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