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Abstract—The artificial bee colony (ABC) algorithm is a simple and effective optimization algorithm that can be applied to solve many real-world optimization problems. In this paper, an improved artificial bee colony algorithm, named IABC, is proposed. In this algorithm, a new search equation for onlooker bees is presented, in which the optimal and sub-optimal solutions are considered in the iteration process. In addition, for enhancing the global convergence, the initial population are generated by using a chaotic system and an opposition-based method. Furthermore, for improving the global convergence speed of our algorithm, a chaotic search is adopted in the best solution of the current iteration. Experimental results tested on 20 benchmark functions show that the IABC algorithm is far better than the basic ABC algorithm and other three improved ABC algorithms on the tested problems.
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I. INTRODUCTION

OPTIMIZATION can be defined as an issue of finding the best solutions to a problem under bounded circumstance. This paper considers the following global optimization problem:

$$
\min \ f(x) \\
\text{s.t.} \ x \in X,
$$

where \( x \) is a continuous variable vector with domain \( X \subset \mathbb{R}^n \) defined by the bound constraint \( l_j \leq x_j \leq u_j, \ j = 1, \cdots, n \). The function \( f(x) : X \to \mathbb{R} \) is a continuous real-valued function.

For solving such problem, many optimization methods have been presented in the past years. These methods are generally divided into two groups: deterministic and stochastic algorithms. Most deterministic algorithms usually need gradient information, and these algorithms are ideal for unimodal functions have one global optimum, while they might be troublesome for multimodal functions having several local optimal solutions or functions that include flat region where the gradient is small. For overcoming the disadvantages of deterministic algorithms, many stochastic algorithms have been developed, include Biogeography-Based Optimization(BBO)[1], Bat Algorithm(BA)[2], Spider Monkey Optimization(SMO)[3], Genetic Algorithm(GA)[4,5], Differential Evolution(DE)[6], Particle Swarm Optimization(PSO)[7], Ant Colony Optimization(ACO)[8], Artificial Bee Colony (ABC)[9], Harmony Search (HS)[10], Cuckoo Search Algorithm (CSA)[11], Modified Immune Network Optimization Algorithm(MINA) [12], etc.

Among these stochastic algorithms, ABC algorithm is a relatively new meta-heuristic algorithm, was first proposed by Karboga in 2005[9]. The ABC uses a simple mechanism that imitates the behaviours of the honey bees to search for global optimal solutions. Because of its simplicity of implementation and capability to quickly converge to a reasonably good solution, the ABC has been successfully applied in solving many real-world problems[13-15], and has been paid more and more attention. A good survey study on ABC algorithm can be found in [16].

Although the standard ABC algorithm generally produces successful results in many applications, it has difficulties in keeping balance between exploration and exploitation. It is well known that both exploration and exploitation are necessary for a population-based optimization algorithm. However, by the solution search equation of ABC, we can observe that ABC algorithm is good at exploration, but poor at exploitation. In order to get a better performance for ABC algorithm, many variants of ABC have been developed. For example, based on PSO, Zhu and Kwong proposed an improved ABC algorithm named gbest-guide ABC (GABC) [17]. In this algorithm, the global best solution is placed into the solution search equation. By integrating ABC with self-adaptive guidance, Tuba et al. improved GABC algorithm[18]. Inspired by DE algorithm, Gao and Liu presented a new solution search equation for standard ABC[19]. For enhancing the exploitation capability of ABC, Gao et al. proposed an improved ABC[20]. In their algorithm, a modified search strategy is used to generate new food sources. For obtaining more powerful optimization algorithms, some researchers combined ABC algorithm with other heuristic techniques. For example, Bin and Qian presented a differential ABC algorithm for global numerical optimization[21]. Sharma and Pant used DE operators with standard ABC algorithm developed a hybrid algorithm [22]. By combing PSO and ABC, Hsieh et al. proposed a new hybrid algorithm[23]. Abraham et al. made a hybridization of ABC algorithm and DE strategy, and called this novel approach as hybrid differential ABC algorithm[24].

In this paper, for improving the exploitation of onlooker bees, the solution search equation is modified. In the new search equation, the information of the optimal and sub-optimal solutions is used to guide the search of new candidate solutions. Based on this search equation, an improved ABC algorithm is proposed, which is named IABC. In addition, for enhancing the global convergence, a chaotic system and an opposition-based method are utilized to generate the
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initial population. Furthermore, for improving the global convergence speed of our algorithm, a chaotic search is adopted in the best solution of the current iteration. To evaluate the performance of IABC algorithm, it is compared with ABC, GABC[17], COABC[25], ABC/best/1[20] over a testbed made up of 20 benchmark functions. The experimental results show that IABC has a better performance than the other four algorithms on all test functions in terms of best, worst, median, and standard deviation of the solutions obtained by each algorithm in 30 independent runs.

The remaining of the paper is arranged as follows. Section 2 describes the original ABC algorithm. The improved ABC algorithm (IABC) is presented in Section 3. The computational results are reported in Section 4. Finally, the conclusion is given in Section 6.

II. THE ORIGINAL ABC ALGORITHM

By the foraging behaviour of the colony, the artificial bees in ABC algorithm can be divided in three groups: employed bees, onlooker bees and scout bees.

In ABC algorithm, a food source and its nectar amount are defined as a possible solution and its fitness value, respectively. Since each employed bee is associated with one and only one food source, the number employed bees is equal to the number of food sources.

Assume that the search space is n-dimensional, the position of the i-th food source can be expressed as a n-dimension vector $x_i = (x_{i,1}, x_{i,2}, \ldots, x_{i,n})$, $i = 1, \ldots, SN$, $SN$ is the number of food sources.

Generally, ABC algorithm contains four phases: initialization phase, employed bees phase, onlooker bees phase and scout bees phase.

Initialization phase: In this phase, the initial food sources can be generated randomly by the following equation:

$$x_{i,j} = x_{j}^{n} + \text{rand}(0, 1) \times (x_{j}^{u} - x_{j}^{n}),$$  \hspace{1cm} (1)

where $i \in \{1, 2, \ldots, SN\}$, $j \in \{1, 2, \ldots, n\}$, $x_{j}^{n}$ and $x_{j}^{u}$ are the lower bound and upper bound for the jth dimension, respectively.

After initialization, compute the fitness $fit(x_i)$ for each solution $x_i$ by using the following equation (2):

$$fit(x_i) = \begin{cases} \frac{1}{1 + f(x_i)}, & \text{if } f(x_i) \geq 0, \\ 1 + \text{abs}(f(x_i)), & \text{if } f(x_i) < 0. \end{cases}$$  \hspace{1cm} (2)

Employed bees phase: In this phase, each employed bee generates a new food source $v_i$ in the neighborhood of its present position $x_i$ by using the following equation:

$$v_{i,j} = x_{i,j} + \phi_{i,j}(x_{i,j} - x_{k,j}),$$  \hspace{1cm} (3)

where $k \in \{1, 2, \ldots, SN\}$, $j \in \{1, 2, \ldots, n\}$ are selected randomly, and $k \neq i$, $\phi_{i,j}$ is a random number within the range [-1,1].

Once $v_i$ is obtained, a greedy selection mechanism is employed between $v_i$ and $x_i$: if $f(v_i) \leq f(x_i)$, $v_i$ will replace $x_i$ and become a new member of the population, otherwise, $x_i$ is retained.

Onlooker bees phase: In this phase, each onlooker bee selects a food source according to the probability based on its fitness value, which is defined by the following equation:

$$p_i = \frac{fit(x_i)}{\sum_{j=1}^{SN} fit(x_j)}. \hspace{1cm} (4)$$

From (4), it is obvious that the higher the $fit(x_i)$ is, the more probability that the ith food source is selected.

Once a food source $x_i$ is selected, as in the case of the employed bees, a neighbour source $v_i$ will be generated by using (3), and its fitness value $fit(v_i)$ will be computed. Then, a greedy selection is applied between $x_i$ and $v_i$.

Scout bees phase: In this phase, if a food source $x_i$ cannot be improved further through a predetermined number of trail limit, then the source is assumed to be abandoned. If such an abandonment is detected, the related employed bee is converted to a scout bee, and produces a new food source randomly as follows:

$$x_{i,j} = x_{j}^{n} + \text{rand}(0, 1) \ast (x_{j}^{u} - x_{j}^{n}),$$

where $j \in \{1, 2, \ldots, n\}$.

Based on the above explanation, the pseudo-code of the original ABC algorithm is given below.

Algorithm 1: ABC algorithm

2. Use the (1) to initialize the position of the food sources $\{x_i | i=1, \ldots, SN\}$, and evaluate the solutions. Set $t=0$.
3. While $t \leq$ maxcycle do
4. // Employed bees phase
5. For each employed bee, use (3) to generate a new candidate solution $v_i$ in the neighbourhood of $x_i$, and evaluate it. Apply a greedy selection between $x_i$ and $v_i$.
6. Compute the fitness value for each solution by using (2), and compute its probability values $p_i$ by utilizing (4).
7. // Onlooker bees phase
8. For each onlooker bee, select a solution depending on $p_i$ values, generate a new candidate solution $v_i$, with (3), and evaluate it.
9. Apply a greedy selection between $x_i$ and $v_i$.
10. Memorize the best solution found so far.
11. // Scout bees phase
12. Determine the abandoned solution by utilizing the limit parameter value limit. If exists, replace it with a new solution for the scout bee by using (1).
13. $t \leftarrow t+1$.
14. Until $t =$ maxcycle.

III. IMPROVED ARTIFICIAL BEE COLONY ALGORITHM (IABC)

As it is pointed that, in population-based optimization algorithms, both exploration and exploitation process must be carried out together. However, ABC algorithm is good at exploration, but poor at exploitation. To improve the performance of ABC, one active research trend is to study its search equation.

Inspired by PSO, Zhu and Kwong presented the following solution search equation $GABC$[17]:

$$v_{i,j} = x_{i,j} + \phi_{i,j} \ast (x_{i,j} - x_{k,j}) + \psi_{i,j} \ast (x_{best,j} - x_{i,j}), \hspace{1cm} (5)$$
where $\psi_{1,j}$ is a uniform random number in [0, 1]. In [20], based on the variant DE algorithm and the property of ABC, the solution search equation $ABC/best/1$ is modified as follows:

$$v_{i,j} = x_{best,j} + \phi_{i,j} \cdot (x_{1,j} - x_{2,j}),$$

where $r_1$ and $r_2$ are integers randomly chosen from $\{1, 2, \cdots, SN\}$, and different from $r_1 \neq r_2 \neq i$; $x_{best}$ is the best food source in the current population, and $j \in \{1, 2, \cdots, n\}$ is randomly chosen; $\phi_{i,j}$ is a random number in the range [-1,1]. In [25], a new mechanism COABC is proposed at onlooker bees to place on the global best food source, which can be described as follows:

$$v_{i,j} = x_{best,j} + \phi_{i,j} \cdot (x_{best,j} - x_{k,j}),$$

where $k$ is randomly chosen from $\{1, 2, \cdots, SN\}$, and $k \neq j$.

From (5)-(7), we can see that, only the information of the global solution $x_{best}$ is used. However, in some practical problems, optimal solution not only depends on optimal experience, but also needs sub-optimal experience. Therefore, a new solution search equation for onlooker bees is proposed in this paper, which considers the information of optimal and sub-optimal solutions. And then, a highly efficient global optimization method, called IABC, is developed.

For further improving the performance of IABC, chaotic system and opposition-based learning method are applied to produce the initial population. Meanwhile, a chaotic search is adopted in the best solution of the current iteration to improve the global convergence speed of our algorithm.

### A. Chaotic and opposition-based initialization

In evolutionary algorithms, population initialization is a crucial task. The reason is that it can affect the convergence speed and the quality of the final solution. Generally speaking, if no information about the solution is available, then random initialization is the most commonly used method to generate candidate solutions. But for enhancing the population diversity and solution quality of the initial population, a chaotic system[26] and an opposition-based method[27] are employed in this paper. The procedure is described as Algorithm 2.

#### Algorithm 2  Chaotic and opposition-based initialization

1. Set the population size $SN, i=1, j=1$.
2. // Chaotic system
3. For $i=1$ to $SN$ do
4. Randomly initialize variable $c_i \in (0, 1)$.
5. For $j=1$ to $n$ do
6. $c_{ij} = \sin(\pi \cdot c_i)$
7. $x_{i,j} = x_{j}^{\prime} + c_{ij} \cdot (x_{j}^{\prime} - x_{j}^{\prime\prime})$
8. End for
9. End for
10. // Opposition-based learning method
11. For $i=1$ to $SN$ do
12. For $j=1$ to $n$ do
13. $x_{0,j} = x_{j}^{\prime} + x_{j}^{\prime\prime} - x_{j}$
14. End for
15. End for
16. Selecting $SN$ fitter individual from the set $\{x_{i,j}\}$ as the initial population.

### B. Modified search equation for onlooker bees

Once a food source $x_i$ is selected, for generate a new candidate food source $v_i$, we present a new search equation IABC for the onlooker bees by considering the information of the optimal solution $x_{best}$ and sub-optimal solution $x_{subbest}$ of the population in the process of iteration, which is defined as follows:

$$v_{i,j} = \omega \cdot x_{best,j} + C_1 \cdot \phi_{i,j} \cdot (x_{best,j} - x_{i,j})$$

$$+ C_2 \cdot \psi_{i,j} \cdot (x_{subbest,j} - x_{i,j}),$$

where $\omega$ is the inertia weight that controls the impact of the optimal solution at current iteration; $C_1$, $C_2$ are positive constant parameters; $\phi_{i,j}$, $\psi_{i,j}$ are uniform random numbers in the range [-1,1], $j = 1, 2, \cdots, n$.

### Remark 1: In IABC algorithm, the parameter $\omega$ is updated dynamically, which is described by the following equation (9),

$$\omega = \omega_{min} + \frac{\omega_{max} - \omega_{min}}{maxcycle} \cdot t,\quad (9)$$

where $\omega_{min}$ and $\omega_{max}$ represent the lower bound and upper bound of the $\omega$; $maxcycle$ is the maximum number of iteration; $t$ is the number of iterations.

Based on the above mentioned explanation, the pseudo code of the IABC algorithm is given in Algorithm 3.

#### Algorithm 3  IABC algorithm

1. Set parameters $SN, maxcycle, limit, \omega_{min}, \omega_{max}$, $C_1$, $C_2$.
2. Use the (1) to initialize the position of the food sources $\{x_{i,j}|i=1, \cdots, SN\}$, and evaluate the solutions. Set $t=0$.
3. While $t < maxcycle$ do
4. // Employed bees phase
5. For each employed bee, use (3) to generate a new candidate solution $v_i$ in the neighbourhood of $x_i$, and evaluate it. Apply a greedy selection between $x_i$ and $v_i$.
6. Compute the fitness value for each solution by using (2), and compute its probability values $p_i$ by utilizing (4).
7. // Onlooker bees phase
8. For each onlooker bee, select a solution depending on $p_i$ values, generate a new candidate solution $v_i$ with (8), and evaluate it.
9. Apply a greedy selection between $x_i$ and $v_i$.
10. Memorize the best solution found so far.
11. //Scout bees phase
12. Determine the abandoned solution by utilizing the limit parameter value $limit$. If exists, replace it with a new solution for the scout bee by using (1).
13. By (10)-(13), to chaotic search in $x_{max}$, and update $x_{max}$ (if necessary).
14. $t=t+1$.
15. Until $t = maxcycle$.

### C. Chaotic search operator

To improve the global convergence of IABC, a chaotic search operator is adopted. Next, we give the details.

Let $x_{best}$ is the best solution of the current iteration. Firstly, utilize the following equation (10) to generate chaotic variable $c_i$:

$$c_{i+1} = 4 \cdot c_i \cdot (1 - c_i), \quad 1 \leq i \leq K, \quad (10)$$

$$x_{i+1} = x_i + \phi_{i,j} \cdot (x_{best} - x_i), \quad 1 \leq i \leq K.$$
where $K$ is the length of chaotic sequence, $ch_0 \in (0, 1)$ is a random number. Then map $ch_i$ to a chaotic vector $CH_i$ in the interval $[l, u]$:  

$$CH_i = l + ch_i \ast (u - l), \ i = 1, \cdots, K,$$  

(11) 

where $l$ and $u$ are the lower bound and upper bound of variable $x$, respectively. Finally, a new candidate solution $\hat{x}_i$ is obtained by the following equation:  

$$\hat{x}_i = (1 - \lambda) \ast x_{best} + \lambda \ast CH_i, \ i = 1, \cdots, K,$$  

(12) 

where $\lambda$ is a shrinking factor, which is defined as follows:  

$$\lambda = \frac{\text{maxcycle} - t + 1}{\text{maxcycle}},$$  

(13) 

where $\text{maxcycle}$ is the maximum number of iterations, $t$ is the number of iterations. 

By (12) and (13), it can be seen that, $\lambda$ will become smaller with the evolution generations increase, that is the local search range will become smaller with the process of evolution. 

IV. EXPERIMENTAL RESULTS AND DISCUSSION 

A. Benchmark functions and parameter settings 

In this section, to evaluate the performance of proposed IABC algorithm, it is applied to minimize a set of 20 scalable test functions, which are chosen from [28], and these benchmark functions with different characteristics, include dimension, initial range, formulations and properties, are listed briefly in Table I. These benchmark functions can be divided into two different groups: unimodal and multimodal. In order to comprehensively verify the effectiveness of IABC, its performance is compared with the initial ABC and other three stat-of-the-art ABC variants, i.e. GABC, COABC, ABC/best/1. 

Functions $f_1 - f_{18}$ are all high-dimensional and scalable problems. Functions $f_1 - f_9$ are continuous and unimodal. Function $f_{10}$ is a step function, which has one minimum and is discontinuous. Function $f_{11}$ is a quartic function with noise. Functions $f_{12} - f_{18}$ are difficult multimodal functions where the number of local minima increases exponentially with the problem size. Functions $f_{19} - f_{20}$ are shifted functions, where $z$ are $x - o$ and $x - o + 1$ for $f_{19}$ and $f_{20}$, respectively. The proposed algorithm IABC and other four algorithms are coded in Matlab 7.0, and the experiments platform is a personal computer with Pentium 4, 3.06GHz CPU, 512M memory and Windows XP.

For all the algorithms, the stop criterion is that maximum number of iteration reaches $\text{maxcycle}$. Each benchmark function is independently run with every algorithm 30 times for comparison. The parameters of algorithms are given as below. The common parameters: the population size $SN = 25$, the maximum number of iteration $\text{maxcycle} = 2500$, the limit is 100. IABC settings: $\omega_{min} = 0.4$, $\omega_{max} = 0.9$, $c_1 = 0.01$, $c_2 = 0.01$, $K = 5$. COABC setting: $UTEB = 1$, $UTEB$ denotes the update times of employed bees.

<table>
<thead>
<tr>
<th>Functions</th>
<th>Range</th>
<th>Optimal value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_1 = \sum_{i=1}^{n} x_i^2$</td>
<td>$[-100,100]$</td>
<td>0</td>
</tr>
<tr>
<td>$f_2 = \sum_{i=1}^{n}</td>
<td>x_i</td>
<td>+ \prod_{i=1}^{n}</td>
</tr>
<tr>
<td>$f_3 = \sum_{i=1}^{n} (\sum_{j=1}^{i} x_j)^2$</td>
<td>$[-100,100]$</td>
<td>0</td>
</tr>
<tr>
<td>$f_4 = \max_{i} {</td>
<td>x_i</td>
<td>, 1 \leq i \leq n}$</td>
</tr>
<tr>
<td>$f_5 = \sum_{i=1}^{n} [100(x_{i+1} - x_i^2)^2 + (x_i - 1)^2]$</td>
<td>$[-30,30]$</td>
<td>0</td>
</tr>
<tr>
<td>$f_6 = \sum_{i=1}^{n} x_i^4$</td>
<td>$[-10,10]$</td>
<td>0</td>
</tr>
<tr>
<td>$f_7 = \sum_{i=1}^{n} x_i^4$</td>
<td>$[-1.28,1.28]$</td>
<td>0</td>
</tr>
<tr>
<td>$f_8 = \sum_{i=1}^{n}</td>
<td>x_i</td>
<td>^{i+1}$</td>
</tr>
<tr>
<td>$f_9 = \sum_{i=1}^{n} \frac{x_i}{n} - x_i^2$</td>
<td>$[-100,100]$</td>
<td>0</td>
</tr>
<tr>
<td>$f_{10} = \sum_{i=1}^{n} (x_i + 0.5)^2$</td>
<td>$[-1.28,1.28]$</td>
<td>0</td>
</tr>
<tr>
<td>$f_{11} = \sum_{i=1}^{n} \frac{x_i^4 + \text{random}(0,1)}{X^4}$</td>
<td>$[-1.28,1.28]$</td>
<td>0</td>
</tr>
<tr>
<td>$f_{12} = \sum_{i=1}^{n} (x_i^2 - 10 \cos(2\pi x_i) + 10)$</td>
<td>$[-5.125,1.25]$</td>
<td>0</td>
</tr>
<tr>
<td>$f_{13} = -20 \exp(-0.2 + \sqrt{\sum_{i=1}^{n} x_i^2/n})$</td>
<td>$[-32,32]$</td>
<td>0</td>
</tr>
<tr>
<td>$f_{14} = \frac{1}{\prod_{i=1}^{n} x_i} \sum_{i=1}^{n} x_i^2 - \prod_{i=1}^{n} \cos(\frac{x_i}{\sqrt{n}}) + 1$</td>
<td>$[-600,600]$</td>
<td>0</td>
</tr>
<tr>
<td>$f_{15} = 0.5 + \frac{1}{(1 + 0.01 \mathbb{E}(\sum_{i=1}^{n} x_i^2)}$</td>
<td>$[-100,100]$</td>
<td>0</td>
</tr>
<tr>
<td>$f_{16} = \frac{1}{n} \sum_{i=1}^{n} (x_i^4 - 16x_i^2 + 5x_i)$</td>
<td>$[-5.5]$</td>
<td>-0.78332</td>
</tr>
<tr>
<td>$f_{17} = \sum_{i=1}^{n} [x_i \sin(x_i) + 0.1 x_i]$</td>
<td>$[-10,10]$</td>
<td>0</td>
</tr>
<tr>
<td>$f_{18} = \sum_{i=1}^{n} (y_i^2 - 10 \cos(2\pi y_i) + 10),$</td>
<td>$[-100,100]$</td>
<td>0</td>
</tr>
<tr>
<td>$if \</td>
<td>x_i</td>
<td>&lt; \frac{1}{2}, \ y_i = x_i; \ else \ y_i = \frac{\text{round}(2x_i)}{} - \frac{\text{round}(2x_i)}{}$</td>
</tr>
<tr>
<td>$f_{19} = \sum_{i=1}^{n} (z_i^2)$</td>
<td>$[-100,100]$</td>
<td>0</td>
</tr>
<tr>
<td>$f_{20} = \sum_{i=1}^{n} \sum_{j=1}^{n} (z_i^2 - z_j^2)^2 + (z_i - 1)^2$</td>
<td>$[-30,30]$</td>
<td>0</td>
</tr>
</tbody>
</table>

B. Comparisons and solution accuracy 

The best value(Best), the worst value(Worst), the mean value(Mean) and the standard deviation(SD) in 30 runs are calculated as the statistics for the performance measures. The comparison results are presented in Table II. Note that, the mean of solutions indicates the solution quality of the algorithms, and the standard deviation represents the stability of the algorithms.

From Table II, it can be seen that the IABC performs better than the other four algorithms on all test functions.

C. Comparisons on convergence speed 

To compare the convergence speed of the five algorithms, the convergence graphs of ABC, GABC, COABC, ABC/best/1 and IABC are shown in Fig.1. In the figure, each curve represents the variation of best fitness over the iterations for a specific ABC. The terminal point of each curve therefore reveals the number of iterations for the trial that required the longest evolutionary process to achieve the global optimization.

From Fig. 1, it can be seen that the convergence speed of IABC is more faster than the original ABC, and other three improved ABC algorithms.
V. CONCLUSION

In this paper, a new search equation for onlooker bees was proposed. After that, an improved artificial bee colony algorithm IABC was developed. The performance of IABC was compared with the standard ABC, and other three state-of-the-art algorithms GABC, COABC, ABC/best/1. The results showed that IABC presents promising results for considered problems.

In the future, the adaption of the parameters $\omega$, $c_1$ and $c_2$ can be studied to improve the performance of IABC algorithm.
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<td>1.03e-002</td>
<td>3.45e-001</td>
</tr>
<tr>
<td>f16</td>
<td>3.72e-011</td>
<td>2.57e-007</td>
<td>1.17e-007</td>
<td>1.29e-007</td>
<td>5.88e-015</td>
</tr>
<tr>
<td>f17</td>
<td>0</td>
<td>8.88e-015</td>
<td>3.55e-015</td>
<td>4.69e-015</td>
<td>0</td>
</tr>
<tr>
<td>f19</td>
<td>4.13e+003</td>
<td>5.65e+003</td>
<td>4.76e+003</td>
<td>7.94e+002</td>
<td>4.01e+003</td>
</tr>
</tbody>
</table>

TABLE II: IABC performance comparison with other four algorithms
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