
 

 

Abstract—User-based collaborative filtering (CF) is the most 

popular and basic recommendation approach. It selects 

k-nearest neighbors with similar preferences to an active user 

and recommends items that are rated highly by those neighbors. 

In user-based CF, it is important to use the best possible query 

items (items input into the system) and neighbors to provide 

high recommendation accuracy. Our previous paper proposed a 

simultaneous selection method for query items and k-nearest 

neighbors for each active user. This method identifies adequate 

query items and k-nearest neighbors by repeatedly updating the 

selection. In this paper, we introduce new termination 

conditions for this updating process, which consider the quality 

of the recommendation, and develop a recommender system by 

implementing these new termination conditions. In this study, 

two experiments are conducted: 1) a comparison of the 

recommendation accuracy of this new method with that of the 

previous method and 2) an investigation of the effectiveness of 

the item/neighbor updating process. The result shows that the 

proposed method can significantly improve the recommendation 

accuracy compared to the previous method and can correctly 

recommend suitable items for more active users. 

 
Index Terms—recommender system, user-based collaborative 

filtering, item selection, neighbor selection 

 

I. INTRODUCTION 

ecommender systems have been used successfully for a 

wide variety of applications. To date, many 

recommendation algorithms have been proposed [1]-[7]. In 

terms of practical applications, collaborative filtering (CF) 

has been the most successful approach [8]-[14]. User-based 

CF is particularly popular owing to its effectiveness and ease 

of implementation [15]. It selects the k-nearest neighbor users 

(hereafter “neighbors”) to the active user (i.e., the user asking 

for recommendations) based on preference similarities. This 

process is referred to as neighbor selection. Then, items that 

are rated highly by the selected neighbors are recommended 

to the active user. In the neighbor selection process, 

preference similarity between the active user and the other 
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users is computed using their rating data for all items 

(hereafter “query items”) preferred by the active user. This is 

based on the assumption that there exist neighbors with 

ratings that are similar to those of the active user for all query 

items. However, the above assumption is not always valid  

because the number of items in a database is generally very 

large.  

It is important to select the most appropriate query items 

and neighbors to provide the highest possible 

recommendation accuracy. In our previous paper [16], we 

proposed a simultaneous selection method for identifying 

adequate query items and neighbors for each active user. This 

method was based on an algorithm that repeatedly updates the 

following selection processes. 

▪ Selection of items that are useful for discriminating between 

neighbors and non-neighbors 

▪ Selection of neighbors using those query items 

Recommendations for each active user were determined using 

the final selected query items and neighbors. 

However, in that study, we employed a simple termination 

condition based on the number of updates or the number of 

items to be selected; hence, the quality of the final 

recommendation was not considered at all. In this study, we 

implement new termination conditions that evaluate the 

quality of the final recommendations. The main contributions 

of this study are as follows: 

▪ Improving the recommendation accuracy of the previous 

method by employing query items/neighbors based on 

recommendation quality 

▪ Developing a new user-based collaborative filtering system 

based on the proposed method 

II. METHOD 

In the proposed method, neighbor selection is first 

executed for each active user. Figure 1 shows the procedure in 

more detail. The details of the procedure are also described 

further in the text below.  

A. Input 

As input, the method requires a rating matrix in which each 

row is an item, each column is a user, and each element is 

rating data. Hereafter, a set of items rated by an active user au 

is represented by Iau and a set of items selected by the method 

is denoted by Iq. Initially, Iq is set equal to Iau. The set of users 

excluding the active user is denoted by Uu j  . 
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B. Classification into Neighbors and Non-neighbors 

The similarity between an active user au and another user uj 

is measured by treating each user as a vector (hereafter a 

“rating vector”) in the rating data and computing the cosine of 

the angle formed between the rating vectors. The cosine 

similarity between au and  uj is expressed as follows:  
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where au  and 
ju are the rating vectors of au and uj, 

respectively, and   denotes the dot product of the two rating 

vectors. Note that the similarity is calculated using only items 

rated by both au and uj. 

Subsequently, we sort the other users in descending order 

of similarity and calculate the median of the similarities. 

Neighbors and non-neighbors are determined by a predefined 

threshold. Hereafter, a set of neighbors of au is represented by 

Nau. In this study, the threshold is set to be either the median or 

21 , whichever value is greater.  

C. Estimation of Recommendation Quality 

The recommendation quality is estimated using Iq as the 

query items. In this step, the user-based approach [15] is 

employed to obtain the recommended items. This approach 

outputs ranked items to the active user au according to the 

following steps. First, the cosine similarity between au and a 

neighbor user 
aul Nnu  is calculated using the rating data of 

the query items belonging to Iq. The score of an item 
qk Ii   

is calculated as follows [15]: 
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where Z is a set of neighbors rating ik. au  and 
lnu are the 

mean ratings for au and a neighbor nul, respectively, and  nxlk 

is a rating value for ik by neighbor nul. Next, r items are 

recommended in descending order of the above scores.   

Subsequently, the recommendation quality is estimated 

using F1-measure [17]. F1-measure is calculated using 

precision and recall, which are performance evaluation 

indices for information retrieval systems. These indices are 

defined as follows: 
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where A is the set of recommended items, B is the set of items 

rated highly by the active user au, and C is the set of items 

rated by au. Note that precision is calculated using items rated 

by au. F1-measure is calculated using precision and recall as 

follows: 
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recallprecision
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In other words, F1-measure is the harmonic mean of 

precision and recall. The above three indices take values in 

the range of 0–1. F1-measure is evaluated by the termination 

conditions described in section E. 

 

D. Item Selection 

 For each item 
qk Ii  , we calculate a correlation ratio 

between neighbors and non-neighbors, which is given as 

follows: 
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where 2

k  is the correlation ratio for ik, St is the total variation, 

and Sb is the variation between classes. St and Sb are 

calculated as follows: 
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Here, c is a class label variable and takes values of 1 or 2, 

where 1 and 2 correspond to the neighbor user and 

Fig. 1.  Procedure of the proposed method. 
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non-neighbor user classes, respectively. xjk is a rating value 

for ik of uj.  kxc
 is the mean value of ratings for ik in class c, 

and )(kx  is the mean value of ratings for ik over the two 

classes. nc(k) is the number of users who rate ik in the two 

classes.   

Subsequently, we compute the F0 value to estimate the 

difference between neighbors and non-neighbors. The F0 

value for ik is calculated as follows: 
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where n is the number of users rating ik and p indicates the 

number of classes. In this study, the items with an F0 value of 

2.0 or more are regarded as the discriminative items between 

neighbors and non-neighbors. The items in Iq are replaced by 

these discriminative items. 

 

E. Item/neighbor Update and Termination Conditions 

In our previous study [16], the following two termination 

conditions were used: 

1) The number of repetitions exceeds |Iau| 

2) There is no item to be selected 

In this study, we use F1-measure to evaluate the 

recommendation quality as part of the termination conditions. 

The proposed method stops the update if at least one of the 

following three termination conditions is satisfied: 

1) The fluctuation range of the F1-measure is less than   

over θ consecutive iterations 

2) F1-measure decreases over θ iterations consecutively 

3) The number of repetitions exceeds |Iau| 

Conditions 1) and 2) have been newly added in this study. 

Condition 1) means that there is no significant change in the 

recommendation quality when updating. Condition 2) means 

that the recommendation quality degrades with updating. 

Condition 3) is employed to deal with cases other than 

conditions 1) and 2), such as repetitive large fluctuations. 

 

F. Output 

The steps detailed in Sections A to E are repeated until at 

least one of the termination conditions is satisfied. 

Subsequently, the best update is determined by identifying the 

best F1-measure from the first update to the last one. Finally, 

the method outputs Iq (i.e., the final selected query items) and 

Nau (i.e., the final selected neighbors) from the best update. 

 

III. EVALUATION EXPERIMENTS 

We developed two recommender systems, one 

implementing the previous method and the other the proposed 

method. Using two benchmark datasets, we conducted two 

experiments: 1) a comparison of the new recommendation 

accuracy with that of the previous method and 2) an 

investigation of the effectiveness of the item/neighbor 

updating process. 

A. Datasets and Parameter Settings 

We used two datasets, MovieLens and Jester [18], which 

are benchmark datasets for recommender systems. The 

number of users in each dataset was varied for the evaluation 

experiments. MovieLens comprises about 100,000 rating data 

(integer values of 1–5) from 900 users for 1,682 movies. 

Jester consists of about 210,000 rating data (real values in the 

range from −10.0 to +10.0) from 3,000 users for 100 jokes. 

The parameters used in this study are as follows: r = 100 for 

MovieLens, r = 20 for Jester,  = 0.01, and θ = 2. 

B. Comparison of the Recommendation Accuracy with that 

of the Previous Method 

We compared the recommendation accuracies of the 

proposed method and the previous method. The experiment 

was conducted by three-fold cross-validation [16]. For each 

active user, we recommended items to the active user using 

the selected query items/neighbors and computed 

recommendation accuracies from the three indices. For the 

respective indices, we calculated the average 

recommendation accuracy for all active users and compared 

the two methods. 

C. Effectiveness of the Item/neighbor Update 

We investigated the effectiveness of updating the query 

items and neighbors. The method with the update is the 

proposed method and that without the update is the existing 

user-based approach [15]. In this experiment, the 

recommendation accuracy of each user was compared 

between the proposed method and the existing user-based 

approach.  

 

IV. RESULTS AND DISCUSSION 

A. Comparison of Recommendation Accuracy with that of 

the Previous Method 

Figs. 2 and 3 compare the recommendation accuracies of 

Fig. 2. Comparison results of the recommendation accuracies for MovieLens. 
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the proposed method and previous method. In both datasets, 

the scores of the proposed method are significantly improved 

compared to those of the previous method. This means that 

the proposed method can correctly recommend more items 

suitable for active users by selection of query items/neighbors 

based on the recommendation quality. 

B. Effectiveness of the item/neighbor update 

Figs. 4 and 5 are the histograms for the number of updates 

of all active users. As for MovieLens, the updates are 

completed in a range from 2 to 7 iterations. In Jester, the 

updates are completed after 2 or 3 iterations for most active 

users. 

Figs. 6 and 7 are the results of the recommendation accuracy 

comparison. The vertical axis indicates the score of the 

proposed method and the horizontal axis indicates the score 

of the method without updating (i.e., the existing user-based 

method). Each point in the figures indicates an individual 

active user. In the figure, if the point is located on the upper 

side of the line, it shows that the recommendation accuracy is 

improved by the update. In both datasets, most of the points 

are located on the upper side of the line. This shows that the 

update contributes effectively to improving the 

recommendation accuracy. 

Tables I and II summarize the number of active users who 

show an “increase,” “no change,” or a “decrease” in each 

index. These tables show that the number of active users 

whose scores are improved increases significantly for all 

indices. 

V. CONCLUSION 

In [16], we proposed a recommender system method that 

enables simultaneous selection of adequate query items and 

neighbors for each active user. In this study, new termination 

conditions for the update are introduced into the method to 

account for the recommendation quality. Moreover, a 

recommender system implementing the new termination 

conditions was developed. Using two benchmark datasets, we 

conducted two experiments: 1) a comparison of the 

recommendation accuracy of the proposed method with that 

of the previous method and 2) an investigation of the 

effectiveness of the item/neighbor update process. The result 

showed that the proposed method can significantly improve 

the recommendation accuracy compared to that of the 

previous method and can correctly recommend suitable items 

for more active users. 

In the future, we will implement the forward selection 

method [19] to identify better combinations of items. 
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Fig. 6. Results of the recommendation accuracy assessment for MovieLens. 

Fig. 7. Results of the recommendation accuracy assessment for Jester. 

 
TABLE I 

NUMBER OF ACTIVE USERS IN EACH INDEX FOR MOVIELENS. 

index increase no change decrease 
rate of 

increase 

precision 227 594 79 0.252 

recall 384 516 0 0.427 

F1-measure 414 486 0 0.46 

 

TABLE II 

NUMBER OF ACTIVE USERS IN EACH INDEX FOR JESTER. 

index increase no change decrease 
rate of 

increase 

precision 333 2665 2 0.111 

recall 202 2798 0 0.067 

F1-measure 338 2662 0 0.112 
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