
 

 

Abstract—Cuckoo search (CS) algorithm is a new biological 

heuristic algorithm and simulates the cuckoo’s seeking nest and 

spawning behavior and introduces levy flight mechanism. In 

order to improve the convergence velocity and 

optimization accuracy of cuckoo search algorithm, by 

combining the learning-evolving thought with Gaussian 

distribution, a new searching mechanism that with a 

learning-evolving searching guider is proposed. Then 

combining the new searching mechanism proposed with the 

Levy Flight searching mechanism according to a selection 

probability, a new searching mechanism cuckoo search (MCS) 

algorithm is formed. The result of functions testing under 

different dimensions proves the superiority of new proposed 

MCS algorithm. 

 
Index Terms—cuckoo search algorithm, function 

optimization, searching mechanism, Gaussian distribution 

 

I. INTRODUCTION 

CUCKOO search (CS) algorithm is put forward by Yang 

and Deb in 2009, which simulates the cuckoo’s seeking 

nest and spawning behavior and introduces levy flight 

mechanism into it, which is able to quickly and efficiently 

find the optimal solution [1-2]. This algorithm is mainly 

based on two aspects: the cuckoo's parasitic reproduction 

mechanism and Levy flights search principle. In nature, 

cuckoos use a random manner or a quasi-random manner to 

seek bird's nest location. Most of cuckoos lay their eggs in 

other bird nests and let the host raise their cubs instead of 

them. If a host found that the eggs are not its owns, it will 

either throw these alien eggs away from the nest or abandon 

its nest and build a new nest in other places. However, there 
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are some cuckoos choosing nest that the color and shape of 

the host’s egg are similar with their owns to win the host’s 

love, which can reduce the possibility of their eggs being 

abandoned and increase the reproduction rate of the cuckoos. 

Studies have proved that CS algorithm are better than other 

swarm intelligence algorithms in convergence rate and 

optimization  accuracy, such as ant colony optimization 

(ACO) algorithm [3], genetic algorithm (GA) [4], bat 

algorithm (BA) [5], artificial bee colony (ABC) algorithm 

[6], etc. In that this algorithm has the characteristics of fewer 

parameters, simple and easy to implement, now it has been 

successfully applied in a variety of engineering optimization 

problems and has a very high potential research value [7-8]. 

Cuckoo algorithm is mainly based on two aspects: the 

cuckoo's nest parasitic reproductive mechanism and Levy 

flights search principle. In nature, cuckoos use a random 

manner or a quasi-random manner to seek bird's nest location 

[9-10]. However, some cuckoos choose nest that the color 

and shape of the host’s eggs are similar with their owns to 

win the host’s love. The paper is organized as follows. In 

section 2, the improved cuckoo search algorithm with the 

novel searching mechanism for solving unconstrained 

function optimization problem is introduced. The simulation 

experiments and results analysis are introduced in details in 

section 3. The conclusion illustrates the last part.  

II. IMPROVED CUCKOO SEARCH ALGORITHM WITH NOVEL 

SEARCHING MECHANISM 

A. Basic Cuckoo Search Algorithm 

In general, each cuckoo can only lays one egg, and each 

egg on behalf of one solution (cuckoo). The purpose is to 

make the new and potentially better solutions replace the 

not-so-good solutions (cuckoos). In order to study the cuckoo 

search algorithm better, the simplest method is adopted, that 

is to say only one egg is in each nest. In this case, an egg, a 

bird's nest or a cuckoo is no differences, which is to say each 

nest corresponding to a cuckoo’s egg. For simplicity in 

describing the cuckoo search algorithm, Yang and Deb use 

the following three idealized rules to construct the cuckoo 

algorithm [11-12].  

(1) Each cuckoo only lays one egg at a time, and randomly 

choose bird's nest to hatch the egg.  

(2) The best nest will carry over to the next generation.  

(3) The number of available host nests is fixed, and the 

probability of a host discovers an alien egg is [0,1]aP  .  

Cuckoo algorithm is based on random walk of Levy flight 
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making search. Levy flight is a random walk, whose step size 

obeys Levy distribution, and the direction of travel is subject 

to uniform distribution. On the basis of these rules, updating 

formula of the cuckoo nest location is described as follows: 

 
( 1)t t

i i Lx x s                                  (1) 

( )LS levy                                    (2) 

 

where, 
t

ix  represents the position of the i -th nest at the t -th 

generation, 
1t

ix 
 represents the position of the i -th nest at the 

( 1)t  -th generation ;   is step control volume; ( )levy   is a 

vector obeying Levy distribution: 
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where, 0 0s   represents the minimum step,  is a gamma 

function; the step of ( )levy  obeys levy distribution. In 

general, levy distribution is usually expressed as follows: 
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In the Eq. (4), there is no any form of explicit analysis; 

therefore, it is difficult to obtain a random sample by the 

formula. But, when 0 0s s  , the Eq. (4) can be 

approximated as the following equation: 
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When 1  , the Eq. (5) is equivalent to Eq. (4). Although 

the Eq. (5) can describe random walk behavior of the cuckoo 

algorithm, but it is not conducive to the description of the 

mathematical language, and is more disadvantageous to the 

writing of the program. So, Yang Xin She and Deb found that 

in the realization of the CS algorithm adopting Mantegna 

algorithm can well simulate random walk behavior of levy 

flight [13]. In this algorithm, the step length s  can be 

represented as: 
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where s  is leap path of levy flying ; Parameters u  and v  are 

subject to normal distribution shown as Eq. (7): 
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This algorithm can generate samples approximate to levy 

distributed. In theory 0 0s , but in practice, 0s  can take a 

very small value, such as 0 0.1s  .  

B. New Search Mechanism Cuckoo Search Algorithm 

(MCS) 

In the basic CS algorithm, step size and the direction 

generating by using the levy flight search mechanism are 

highly random. It is known from Eq. (6) that the step size of 

levy flight completely depends on of the random number u 

and v, which makes the search have characteristics of great 

randomness and blindness. And in the search process there is 

lack of information communication between cuckoos. The 

search is easy to jump from one region to another region, 

which leads to a low search accuracy and slow convergence 

speed. In order to make the search with a directivity and 

teleology and let the algorithm do search under a guide, 

inspired by the shuffled frog leaping algorithm (SFLA) and 

variation thought coming from differential evolution (DE) 

algorithm, in this article, the worst frog's update strategy of 

SFLA algorithm and variation idea are introduced into search 

of bird's nest locations. 

In SFLA algorithm, in order to get more food faster, poor 

frog is influenced by good frog jump to the better frog. Based 

on SFLA algorithm, in order to make a cuckoo hunt for better 

bird's nest faster, let it learn from the best cuckoo and 

improve the capability of communicating information with 

the best cuckoo. The introduction of variation thought make 

bird's nest has an ability of self-evolving, which can increase 

the diversity of bird's nest position, that is to say it can 

increase the diversity of solutions. For improving the search 

ability of the algorithm, with learning and evolving as the 

search wizard, the Gaussian distribution is added to the 

algorithm. Based on the thoughts above, the new search 

mechanism is as shown follows. 

    

1 21 1 1 2 2( ) ( ) ( )best r rlem i c x x G c x x G                (9) 

    

where, ix  is the i -th bird's nest location, bestx  is the current 

best location, 1r  and 2r  are random number from (1, n ), 

1 2r r , n  is the number of bird's nest population, 
1r

x  and 

2r
x  are the bird's nest locations corresponded to a random 

number 1r  and 2r , 1G  and 2G  obey the Gaussian 

distribution, 1c  is the learning scale and 2c  is evolution 

scale. 

The values 1c  and 2c  control the learning and evolving 

ability of cuckoos. If 1c  and 2c  are set fixed values, it can 

make learning and evolution lack flexibility. In order to make 

the learning and evolution has a flexibility 1c  and 2c  

changing as the following formula: 

 

1 (0.5 ) / 2c                               (10) 

2 (0.5 ) / 2c                              (11) 

 

where,   and   are random number from [0, 1] and obey 

uniform distribution 

Randomness and strong leap characteristics of Levy flight 

make the algorithm has stronger global searching ability. If 

fully use the search mechanism that proposed in this paper 
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and abandon Levy flight search mechanism, it will lost the 

advantages of high searching ability owned by original 

algorithm, which will result in the algorithm difficult to jump 

out of local optimal solution. If fully use the Levy flight 

search mechanism, it will lead to the algorithm has a low 

search accuracy and slow convergence speed. Therefore, in 

order to exert advantages of both search mechanism, 

combining the new searching mechanism proposed in this 

paper with the Levy Flight according to a selection 

probability. It can be express as Eq. (13).  

 

( )              

( )                
L

levy p cr
S

lem i p cr

 
 


                   (12) 

 

where, cr  is selectiveprobability that balance the two search 

mechanism and it is constant, 0 1cr  . And p  obeys the 

uniform distribution [0,1]p . 

When p cr , adopting search mechanism of Levy flight 

to search bird's nest location of the next generation; When 

p cr , using the search mechanism that proposed by this 

article to search bird's nest location. 

III. SIMULATION RESULTS 

In order to verify search performance of the new search 

mechanism cuckoo search algorithm (MCS). In this paper, 

six typical functions are chosen to test algorithm 

performance; the six functions are shown as Table 1. 

Experimental parameters: total bird's nest population is 

25n  , the step length controlled parameter 0.01  . The 

detection probability Pa =0.25, step length control, the 

Selection probability 0.45cr  ,  The number of iterations 

500iter  . For each kind of algorithm, the program runs 50 

times independently. Evaluate algorithm performance by 

statistics of the best value, average value and the worst value 

of 50 times running, and the convergence curves of 

functions. The numerical test results are shown in Table 2. 

Convergence curves of Function f1 - f6 is shown as Figure 1. 

It can be seen from six convergence curves under the 

different dimensions and numerical results of Table 2 that the 

MCS algorithm has a higher convergence speed and 

optimization accuracy than the original CS algorithm. 

Therefore, MCS algorithm has superior search performance. 

TABLE 1. FOUR BENCHMARK FUNCTIONS USED IN THE SIMULATION EXPERIMENTS. 

Name Function Scope 
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TABLE 2. COMPARISON OF NUMERICAL TESTING RESULTS 

Function Dim. Method Minimum Maximum Average 

f1 50 
CS 183.9986 707.5202 472.597 

MCS 3.8762 127.8167 26.9362 

f2 30 
CS 26.1276 28.5013 27.4316 

MCS 24.1929 29.3975 26.7810 

f3 20 
CS 0.0140 0.2893 0.1046 

MCS 2.4732e-009 0.1954 0.0489 

f4 20 
CS -12.5472 -10.1190 -11.1297 

MCS -14.0290 -10.5290 -13.0131 

f5 10 
CS 0.1334 3.0579 2.1498 

MCS 2.8184e-009 2.0284 0.6081 

F6 5 
CS 7.1381e-019 9.8367e-016 1.0106e-016 

MCS 2.3139e-046 5.9438e-023 1.2042e-024 
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(a) Function  f1                

 

(b) Function  f2 

 

(c) Function  f3    

 

 

 

 

 

 

 

 

(d) Function  f4 

 

(e) Function  f5 

 

(f) Function  f6 

Fig. 1.  Convergence curve for six benchmark functions. 
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IV. CONCLUSION 

This paper proposes an improved cuckoo search algorithm 

with a novel searching mechanism for solving unconstrained 

function optimization problem. The simulation results show 

that the improved cuckoo search algorithm has better 

convergence velocity and optimization accuracy. In future, 

this method could be extended to deal with the other 

optimization problems.  
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