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Abstract—Cluster analysis is an important technique used in
data mining. Categorical data clustering has received a great
deal of attention in recent years. Some existing algorithms
for clustering categorical data do not consider the importance
of attributes for clustering, thereby reducing the efficiency of
clustering analysis and limiting its application. In this paper,
we propose a novel rough k-modes clustering algorithm based
on entropy. First, we integrated the knowledge of information
entropy to define a new dissimilarity measure that takes
into account the importance of attributes for clustering and
improves the quality of clustering. Then, applying the theory
of rough set analysis, we used upper and lower approximation
to deal with uncertain clusters, which allowed us to offer
an improved solution for uncertainty analysis. Finally, our
experimental results demonstrated that our proposed algorithm
performed better than other conventional clustering algorithms
in terms of clustering accuracy, purity, and F1-measure.

Index Terms—categorical data, clustering algorithm, dissim-
ilarity measure information entropy, rough set, uncertainty
analysis, upper and lower approximation.

I. INTRODUCTION

LUSTERING analysis [1] is one of the most popular

data analysis tools in the field of data mining. A cluster
is a set of data objects that are similar to other objects in the
same cluster, but dissimilar to objects in other clusters [2].
The clustering method is widely used in different fields, such
as pattern recognition [3], trend analysis [4], social media [5],
medical systems [6], customer segmentation [7], and cloud
computing [8].

In recent years, categorical data clustering has drawn a
great deal of attention. Some research papers have discussed
the problems related to categorical data [9], [10], and various
categorical data clustering methods have been proposed, as
in [11], [12], [13], [14], [15], [16], [17], [18], [19], [20].

Huang proposed the k-modes [12] algorithm and fuzzy k-
modes [13] by extending the standard k-means [11] algorithm
and fuzzy k-means with a simple matching method for
categorical data. The k-modes algorithm substituted modes
for means, using a based-frequency method to update modes
in order to get the minimum cost function. However, this
approach did not consider fully the dissimilarity between two
values of the same attributes.

Prasad et al. [14] proposed a new modeling strategy called
collaborative fuzzy rules generation. This method obtained
a better effect and reduced the root mean square error
value. Ng et al. [15] used a dissimilarity measure based on
relative frequency that improved the precision of clustering
effectively. However, it assumed that each object makes the
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same contribution to the cluster mode value of the objects in
the cluster. Guha et al. [16] presented the ROCK (Robust
Clustering using links) algorithm based on a hierarchical
approach that defined a similarity threshold and used the
concept of shared (common) neighbors to improve clustering.
This algorithm had the advantage of breaking the traditional
method based on a phase metric between two points. Instead,
ROCK obtained the distance between two points by using the
concept of shared neighbors, making it suitable for large data
sets.

Ganti et al. [17] proposed a new hierarchy-based clustering
algorithm named CACTUS. This summarization-based algo-
rithm defined the concept of using three evaluation attribute
values. CACTUS had the advantage of speed, scanning
just two times for the number of data sets, which reduces
scanning times and makes the algorithm suitable for large
data sets. The COOLCAT algorithm was proposed by Barbar
et al. [18]. This algorithm used information entropy to choose
the initial cluster mode, making it suitable for large-scale
data. However, the clustering criterion function was unable
to reflect internal similarities between attribute values of
different objects. Brendall et al. [19] presented a neighbor
propagation algorithm that combined messages with similar
matrices, and defined two types of information exchange
between the underlying cluster modes. This algorithm had
significant results for use with face images and text cluster-
ing. Cao et al. [20] presented a new dissimilarity measure
for the k-modes clustering algorithm that demonstrated the
importance of attributes for clustering. This algorithm could
be used effectively with large data sets.

In our research, we proposed a novel entropy-based rough
k-modes (ER-k-modes) clustering algorithm. We developed
a new dissimilarity measure that took into account the signif-
icance of each attribute and the distance between categorical
values in order to evaluate the dissimilarity between data
object and mode. In this way, the algorithm was able to
provide a better analysis by using the upper and lower
approximation of the rough set clusters when the data are
noisy, inaccurate, or incomplete. The experimental results on
UCI datasets showed that our approach was both reasonable
and effective.

The remainder of this paper is organized as follows.
In section 2, we introduce rough set theory and the k-
modes clustering algorithm. We also introduce information
entropy. We present our method in section 3. In section
4, the experimental results demonstrate the advantage of
algorithm. In Section 5, we present our conclusions and
recommendations for future research.

II. RELATED WORKS

In this section, we review the techniques central to our
work. In Section 2.1, we provide the basic concepts of
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rough set theory such as categorical information systems,
upper approximation, and lower approximation. In Section
2.2, we review the basic methodology for using the k-modes
clustering algorithm.

A. Rough set

Rough set theory [21] was introduced by Pawlak in
1982 as a new mathematical technique that could deal with
vague, incomplete, or uncertain knowledge. Its main idea
is exported decision-making of problem and classification
rules by knowledge reduction under the premise of the same
ability of classification. At present, rough set theory has been
applied successfully to machine learning, decision analysis,
procedure control, pattern recognition, data mining, and other
fields. Rough set theory has been studied widely in research
concerning categorical data, including [22], [23], [24], [25],
[26], [27], [28].

Let S = (U, A,V, f) be a quaternary information system.

U is a nonempty finite set of objects, called the universe.

A is a nonempty finite set of attributes.

Let V = U{Vu|la € A}, where V, is the domain of
attribute a. Define f: U x A — V, called an information
function, for any a € A, and © € U, f(z,a) € V.

S =(U,A,V, f) also called S = (U, A) .

For any subset B C A, z,y € U, the indiscernibility
relation to B is defined as:

IND(B) = {(z,y) € U xUla € B, f(z,a) = f(y,a)}.

The equivalence class is:

]z = {y | Yy € U, (z,y) € IND(B)}.

Then, we describe the upper and lower approximation of
rough set theory:

Set X C U, B C A, the upper approximation and lower
approximation of X with respect to B can be defined as
follow:

B(X)={zcU|[s]s X},

B(X)={zeU]|[z]pNX #0}.

BNp(X) = B(X)— B(X) is called the boundary region
of X .

B. k-modes algorithm

The k-modes clustering algorithm is the conventional
algorithm for analyzing categorical data. It uses a simple
matching dissimilarity measure to calculate the cluster mode
and allocate each object to the nearest cluster, then recal-
culate the mode of each cluster with the based-frequency
method.

LetU = {x1, 2, ...,2,} be a set of n categorical objects,
where each object x; = {1, %2, ..., Tim}(1 < i < m) is
described by m categorical attributes Ay, Az, ..., A,,.

Set ¢; is the mode of cluster C';, and each C; is composed
of n; objects, where C; = {v1,va,...,0n,}, and then to the
cluster mode c; takes the value of the highest frequency in
each category attribute.

Given any two objects z; and x;, the categorical attribute
distance is defined as:

d(z;,z;) = Zﬂ%h%‘l) (N
i1
17 [ ils
stearn ={ ¢ aZ 2

Huang presented the objective function for the k-modes
clustering algorithm, defined as:

FW,2) =Y wd(x;,x;) 3)

=1 1i=1

n

m
wi € {0,111 <1<k, 1<i<n, > wylruy,zjy) =1,
=1

m
1<i<n0< > wylzy,zj) <nl<i<n.

i=1
Where W is a n x k € {0,1} matrix, and Z is a k x m
matrix containing k cluster centers. w;; = 1 denotes the ith
categorical object to the [th cluster.

III. PROPOSED ROUGH K-MODES CLUSTERING
ALGORITHM BASED ON ENTROPY

In this section, we present our new entropy-based rough k-
modes (ER-k-modes) clustering algorithm. First, we defined
a new dissimilarity measure based on entropy, which we
explain in Section 3.1 and illustrate using an example. In
Section 3.2, we introduce our rough k-modes clustering
algorithm based on entropy and provide details of its de-
velopment.

A. Dissimilarity measure based on entropy

The k-modes algorithm considers that each object makes
the same contribution to the cluster mode. However, in real
life, different categorical attributes have diverse effects on the
clustering result. For example, when providing an analysis of
customer information, the customer’s phone number, name,
and other data of this type are categorical attributes that are
useless for clustering computing. A traditional decision tree
algorithm introduces the concept of entropy to determine the
importance of each classification attribute, then redefines the
dissimilarity between objects according to their importance.
The dissimilarity of categorical attributes based on entropy
is defined as follows:

Set U is a set of n categorical objects, which are divided
into k-different clusters, say C;(i = 1,2,...,k), each C;
contains n; objects. The entropy of U is defined as,

k
E(U) ==Y pilog,(p:) “)
=1

pi is the probability of ith cluster C; of U, where p; = *.
V, is a set of different attribute values, U, is the subset of the
value v of attribute A, namely, U, = {u € U | A(u) = v},
the entropy of U, is E(U,), and the expect entropy of
attribute A is defined as,

E(UA) =Y

Uy
|U||E(Uv) &)
veV,

The information gain of U is defined as,

Gain(U, A) = E(U) — E(U, A) ©6)

Now, we introduced a new dissimilarity measure by using
dEntropy (z; x;) in Definition 1.

Definition 1. Given any two objects x; and x;, the distance
measure can be defined as follows:

(Advance online publication: 22 February 2017)



TAENG International Journal of Computer Science, 44:1, IJCS 44 1 03

TABLE 1
ARTIFICIAL DATA USED AS AN EXAMPLE.

Objects a1l a2 a3 a4
oo [[Aallal BB
s || A B|A|B
o A|lB|B| B
w [ B Al BB
v | BB A B
w | Al B AlC
e B|B|A|B
or [ B DA B
zs | Al D BB
z | B B| A B
e B|D|A|B
m
dPmrorY (g, 1) = Zwlaﬁ(%‘l» j1) 0
=1
I Ao TE
¢(l‘zl7le) = { 0, zy=uzy. ®
Gain(U, A
oy = Gein(U, 4) ©)
E{U)a
where U, | U, |
B(U)s = oo, 120 (10)
; Ul 2 U

Let us consider the following example that illustrates the
limitations of the simple matching dissimilarity measure.

Example. Table 1 shows the artificial data set of nine
objects: U = {x1, 2,23, 24, T5, T, Ty, Lg, L9}, Where ¢,
cy, cs denote the cluster modes. Each object has four
attributes values A = {a1, as,as, as}. According to Eq.(1):
d(ci1,22) =0+0+1+0=1;d(c2,22) =14+0+04+0=1;
d(CgHZL‘Q) =14+1+04+0=2.

This means that we cannot determine the cluster to which
9 should be assigned c; or cs. We solved this problem by
using the Definition 1 distance measure: d™"°PY (¢, z5) =
0.0734, dPmropy(cy xo) = 0.3823, dF™oPY(c3,x9) =
0.8604,

Then the object x2 can be determinately assigned into the
C1.

B. Rough k-modes clustering algorithm based on entropy

In the next step of our work, we applied rough set theory
to deal with uncertainty problems and propose a suitable
objective function for determining the accuracy of clustering
results. The goal of rough set theory is to provide a method
for classifying uncertain or incomplete knowledge using
the concepts of upper and lower approximate regions of
a set. Based on this idea, we differentiated between the
boundary point and lower approximation point in the cluster
and endowed them with different weights. The cluster mode
was able to show fully the distribution of data points in the
cluster, and its accuracy could be improved. Our clustering
algorithm, based on rough set theory, followed these three
principles:

1. An object can belong only to a cluster of the lower
approximation.

2. If the object belongs to the lower approximation of a
cluster, it also belongs to the upper approximation of the
cluster.

3. If the object does not belong to the lower approximation
of any clusters, it belongs to the upper approximation of two,
or more than two, clusters.

According to the above features, we divided the points
that might belong to one cluster or another cluster into
the clusters upper approximation. The determining points
belong to a clusters lower approximation. We divided the
data points into the clusters upper approximation when the
dissimilarity between a data point and one cluster mode
was close to the dissimilarity between the point and another
cluster mode. If such points did not exist, then the data
points were divided into the lower approximation of the
cluster. We could find the boundary points of the cluster by
upper and lower approximation. Obviously, if the weight of
the boundary point was smaller, the the distribution of the
clusters mode was more reasonable.

Therefore, we introduced wy,(the weight of the lower
approximation) and wy, (the weight of the boundary point),
where wy,, + wp, = 1, stop threshold €.

Then, we proposed the following function to calculate the
cluster modes, where the dissimilarity measure adopted the
measure given by Definition 1. Subsequently, we introduced
the objective function of Definition 2 and process of algo-
rithm.

Definition 2. The objective function was defined by E-
q.(11).

where ¢; is the mode of cluster C;, 1 < i < n; B((}) is
the lower approximation of cluster Cj; B(C)) is the upper
approximation of cluster C;; BN (C)) = [B(C)) — B(C))] is
the boundary region of cluster Cj; wy,, is the importance of
the lower approximation; and wy,, is the importance of the
boundary region; wy,, + Wey = 1.

Our rough k-modes clustering algorithm based on entropy
is described as follows:

Input: Data set U; Cluster number k; Under the approx-
imate weight wy,,, boundary weights wy,,; Rough clustering
threshold 7; Stop threshold .

Output: Clustering result {C1, Cs,...,Cy}.

Step 1. Randomly select & objects as the initial cluster
rough mode.

Step 2. According to Definition 1, compute the distance
between arbitrary object x; and the rough mode c;.

Step 3. If [dZ717OPY (1 ¢;) — df,:’é':ﬁzy(xj, cx)| <, then
x; belongs to upper approximation of mode c;,cy, otherwise
x; belongs to lower approximation of mode c;.

Step 4. Calculate the cluster rough mode based on the
frequency method.

Step 5. Use Definition 2 to calculate (g p.if [(gr— 05| <
€ stops. Otherwise, return to step 2.

IV. EXPERIENCE

We utilized MATLAB to perform an experimental program
and analyze the effectiveness of the algorithm. Experimen-
tal data came from the UCI machine learning repository
(http://archive.ics.uci.edu/ml/datasets.html). Data set descrip-
tions are shown in Table 2.
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k k
X 3 Tiepicn B+ o % 2 Ty 4T BC) # 0, BN(C) # 01

k
— Ent ; — .
fon = W X l; ZziGE(Cz)d nropyﬂ’fﬁ(cl) #QvBN(Cl) =9 (11)
&
Ent - — .
Won X ) ZziEBN(Cz) d=ntrory i f B(Cy) = o, BN (C1) # o;
=1
TABLE 11 TABLE IV
SUMMARY OF THE REAL DATA SETS’ CHARACTERISTICS. THE PR FROM THE THREE DIFFERENCE ALGORITHM ON FOUR DATA
SETS.
Data set Objects || Attributes || Classes
Soybean 47 35 4 Data set K-modes Ng’ k-modes ER-k-modes
700 101 17 7 Soybean 0.7872 0.7872 0.7872
Breast-cancer 699 10 2 Zoo 0.8317 0.8317 0.8812
Mushroom 8124 23 2 Breast-cancer 0.8927 0.9056 09113
Mushroom 0.7903 0.7976 0.8035
TABLE III
THE AC FROM THE THREE DIFFERENCE ALGORITHM ON FOUR DATA TABLE V
SETS. THE F1-MEASURE FROM THE THREE DIFFERENCE ALGORITHM ON FOUR
DATA SETS.
Data set K-modes || Ng’ k-modes ER-k-modes
Soybean 0.6170 0.6809 0.7021 Data set K-modes || Ng’ k-modes || ER-k-modes
Zoo 0.6535 0.7327 0.7723 Soybean 0.6982 0.7161 0.7180
Breast-cancer 0.8927 0.9056 09113 Zoo 0.7231 0.7745 0.7854
Mushroom 0.7903 0.7976 0.8035 Breast-cancer 0.8361 0.8494 0.8559
Mushroom 0.6687 0.6775 0.6847
A. Evaluation index
This experiment with clustering accuracy, purity of clus- 100 =E§°fj:0des
tering and Fl-measure was able to reflect the effect of 90 - - ] L E—JER-k-modes
clustering: g0 | ]
k @ 70 - 1
(3
AC = Z ~ (15) ol |
i=1 >
2 50r .
A c
Z:l a; —‘;bb aor i
PR="=L (16) ol |
k
20 1
k
a; L i
; a;+d; 10
RE =" a7 0
]{i Soybean data Zoo Breast-cancer Mushroom

where n denotes the number of objects in the data sets,
k is the number of clusters, the clustering result is C' =
{C1,...,Ck}, a; is the number of objects that that are
correctly assigned to the ith cluster, b; is the number of
objects that that were erroneously assigned to the ith cluster,
and d; represents the number of objects that should have
been assigned to ¢th cluster but were not assigned. The
comprehensive evaluation index (F-Measure) is a weighted
harmonic mean of accuracy and recall that integrates the two
indicators of evaluation index to reflect the overall index. Its
formula was,

(a®> +1)AC x RE
a?(AC + RE)

The parameters of a = 1 are the most common form of
F1:

F= (18)

_ AC x RE

Fl= AC+ RE

19)

Fig. 1. Comparison of the AC of three algorithm on four data sets

Clustering accuracy (AC) shows the proportion of the
objects correctly assigned out of all the objects in the cluster.
Higher clustering accuracy means greater correctness. The
calculation of purity (PR) is based on the number of objects
correctly assigned to the cluster and the number of objects
erroneously assigned to the cluster, which gives the average
purity of clusters. Higher clustering purity means fewer
errors of assigned to the objects.

Recall rate (RE) is to compute according to correctly
assigned to the objects number of the cluster and should be
given but not assigned to the objects number of the cluster,
and get the averages of k right clusters that assigned to the
cluster of objects. The higher that should be assigned to the
recall rate is, the less that but not assigned to the number of
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Fig. 2.  Comparison of the PR of three algorithm on four data sets

objects in the cluster is. The higher F1 is, the more effective
the test method is.

B. Empirical results and analysis

Now we compared our method with k-modes and Ng’k-
modes that handle categorical data algorithms. Some of the
data sets had missing attribute values; therefore we replaced
those values with special values in all of the data sets. In the
Zoo data set, Mushroom data set, and Soybean data set have
some missing attributes. In order to ensure the integrity of
the data set and the accuracy of the results, their values are
0.

From Table 3, Table 4, and Table 5 it can be seen
that our method proved superior to the original k-modes
algorithm and Ng’k-modes algorithm in the four data sets.
Table 3 shows the AC results of all four data sets. We list
the clustering accuracy (AC) of k-modes, Ng’k-modes, and
ER-k-modes on the Soybean data set as 0.6170, 0.6809,
0.7021, respectively. Table 4 displays the clustering purity
(PR) results of all four data sets. The PR of k-modes, Ng’k-
modes, and ER-k-modes on the Soybean data set have the
same values. The PR of k-modes, Ng’k-modes, and ER-
k-modes on the Zoo data set is shown as 0.8317,0.8317,
0.8812, respectively. Table 5 displays the four data sets with
F1 -measure results. The Fl-measure of k-modes, Ng’k-
modes, and ER-k-modes on the Mushroom data set is shown
as 0.6687, 0.6775, 0.6847, respectively.

As can be seen from Fig. 1, Fig. 2, and Fig. 3, accuracy,
purity, and F1-measure of ER-k-modes were obviously better
than the results for k-modes and Ng’k-modes. These results
validated the algorithms effectiveness, where wy,, = 0.95,
n = 0.01, € = 0.0001.

In order to test the effects of the importance of lower
approximation for the algorithm, we selected the Soybean
data set to experiment and compare the Fl-measure under
the same condition by taking different weights. It can be
seen from Fig.4 that the results region was between 0.80-
1.00, which is a relatively optimal effect.

V. CONCLUSION AND FUTURE WORK

In this paper, we proposed a new rough k-modes clustering
algorithm based on entropy for categorical data. The algo-

%0 i i i I <-modes
| NG’ k-modes
[ JER-k-modes

F1-measure(%)

Soybean data Zoo Breast-cancer Mushroom

Fig. 3. Comparison of the F1-measure of three algorithm on four data sets

75

70 -

<))
5]
T

F1-measure(%)
(2]
o

55 ff

50 . . . . . . . . .
05 055 06 065 07 075 08 08 09 095 1

The weight of the lower approximation

Fig. 4. The result from the variety of wy,, value

rithm combined the concept of information entropy with the
power of rough set theory, which can process categorical data
and improve the quality of the clustering while effectively
solving the k-modes algorithm for uncertain objects. We
introduced the idea of the upper and lower approximation of
rough set and boundary sets to handle a border of uncertain
data points in the process of clustering. The experimental
results demonstrated that the proposed algorithm had higher
accuracy and better convergence ability .

Clustering analysis is one of the important methods in data
mining. We have demonstrated that our algorithm is worthy
of further development for use with categorical data. While
our current paper is limited to categorical data only, cluster
analysis still has many content areas in need of further study.

(1) In the real world, its common to have mixed data.
A future goal for research is to develop the best means for
improving our proposed algorithm to make it suitable for
mixed data processing.

(2) At present, many indirect methods of data collection
lead to production of quantities of uncertain data. Research
on uncertain data and clustering algorithms is a future
challenge for clustering analysis.

(3) We are also challenged to study how to determine the
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clustering number in the clustering process. Many clustering
algorithms require the user to input the number of clusters
into the clustering analysis, which not only increases the
users burden, but also makes it difficult to control clustering
quality.

Although there are still many problems that need to be
solved for the advancement of clustering analysis, we predict
that the continuing efforts of researchers and the demands for
practical application will bring about significant development
of clustering technology.
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