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Abstract—Hand posture segmentation is an important step 
in hand posture recognition process, which aims to eliminate the 
interference from other elements in an image, and get the hand 
posture region precisely. In this paper, we propose a hand 
segmentation method based on saliency and skin colour 
detection. This method mainly consists of a pixel-level hand 
detection method, a region-level hand detection method, and a 
multiple saliency maps fusion framework, thereby achieving the 
deep integration of the bottom-up saliency information and 
top-down skin colour information. Experimental results show 
that the proposed method has excellent performance, and is 
reliable against cluttered backgrounds. Moreover, evaluations 
based on comparisons with other approaches of the literature 
have demonstrated its effectiveness. 

 
Index Terms—hand posture segmentation, image saliency, 

skin colour detection 

 

I. INTRODUCTION 

S one of the most frequently used part of human body, 
hands provide a very effective approach for 

human-computer interaction. In order to achieve gesture 
recognition, there are many methods proposed [1, 2]. As the 
initial step in hand posture recognition, segmentation directly 
determines the accuracy of hand recognition. Paper in [1] 
shows that a good segmentation result used in the machine 
learning (convolutional neural network) can improve the 
recognition accuracy of hand posture. Many mainstream hand 
segmentation methods, such as skin-colour model, texture 
detection, and template matching [3-7], cannot work well as 
soon as the background is complex and cluttered. The existing 
skin-based posture segmentation techniques are based on a 
presumption that the colour of the skin can be modeled 
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correctly and used for posture segmentation. However, when 
the hand regions and the non-hand regions have apparent 
overlap in colour space, these algorithms that merely use a 
skin colour model to detect the hand posture and ignore the 
spatial information in the image, usually resulting in high false 
positive rate. Correspondingly, when the external 
illumination in the image is not uniform, sometimes there will 
be a higher false negative rate. 

Recently, saliency detection becomes a desirable way for 
computer vision based models to find the most noticeable 
objects in a scene. Since Itti [8] first deriving the visual 
saliency of a single image, numerous works have been 
proposed to extract the saliency information of images for 
compression, segmentation, or classification [9-11]. Given 
the advantage of saliency detection, some authors take the 
saliency detection as a supplement for hand posture 
segmentation [12, 14]. However, they just combine the results 
of saliency detection and traditional methods linearly. As a 
result, the salient objects with non-skin colour and non-salient 
objects with skin colour may be incorrectly segmented. 

This paper aims to develop a robust and accurate hand 
segmentation method against complex backgrounds, which 
profoundly integrates the bottom-up saliency information and 
top-down skin colour information. The main contributions of 
this study are as follows: 
1)  A pixel-level hand detection method, which integrates 
dispersion measurement based saliency detection with skin 
colour detection. 
2) A region-level hand detection method, which utilizes a 
saliency detection method based on a skin probability 
distance measurement. 
3) We adopt a Bayesian framework to fuse the obtained 
saliency maps, and get the final confidence map for 
segmentation. 

The rest of the paper is organized as follows: Section II 
introduces the framework of our hand posture segmentation 
method. Section III discusses the experimental results on two 
datasets to verify the effectiveness of proposed method. The 
paper is concluded with comments in Section IV. 

 

II. THE PROPOSED HAND POSTURE SEGMENTATION METHOD 

As described above, using skin colour model for hand 
posture segmentation is an effective approach. However, the 
skin-like backgrounds and uneven illumination in the image 
bring a lot of uncertainty to the segmentation results. Saliency 
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detection approach provides a useful breakthrough for solving 
this problem. In this section, we first present a pixel-level 
hand detection method, which is then integrated with a 
region-level hand detection method. After the integration, the 
saliency maps are processed by a Bayesian framework, then 
we get the final confidence map for segmentation. The 
framework of the proposed segmentation method is shown in 
Fig. 1.  

The method in this paper mainly comprises four steps. The 
image with a cluttered background in Fig. 1(a) is chosen as an 
input image. To reduce the complexity of the algorithm, we 
quantize each channel in CIELab space to have 12 different 
values beforehand. This parameter 12 is determined based on 
the balance of efficiency and accuracy. The larger the 
parameter, the larger the calculation and accuracy of the 
algorithm. 

A. The First Step: The Pre-segmentation 

There are many clustering-based image segmentation 
methods that can be used for pre-segmentation [13, 15]. In the 
first step, the input image is segmented into N regions 

(R1,R2⋯RN) by using simple linear iterative clustering (SLIC), 
a method for generating superpixels based on k-means 
clustering [15]. 

The SLIC algorithm is based on the similarity between the 
pixel colour and the proximity of spatial position so that the 
image is clustered to produce superpixels. This method adapts 
a k-means clustering approach to generate superpixels 
efficiently. The number of superpixels can be pre-set, the 

superpixels obtained is relatively compact and have a similar 
size. In view of the SLIC method has been shown to 
outperform existing superpixel methods in many respects, 
such as speed and quality of the results, we segment the input 
image into regions using this approach. The result of 
pre-segmentation is shown in Fig. 1(b). 

B. The Second Step: A Pixel-level Hand Detection Method 

First, we introduce a dispersion measurement based 
saliency detection method. In information theory [24], the 
entropy of a random variable is defined as: 

 

21
H( ) ( ) log ( )

n

i ii
X p x p x


      (1) 

 
where X is a discrete random variable with possible 

values 1 2{ , }nx x x , and ( )ip x  is the probability mass 

function of X, which betrays the probability of nX x . 

Intuitively, the essence of entropy is “inner degree of 
confusion” of a system. The higher the degree of confusion, 
the greater the entropy. 

Based on the idea that ‘background colours have a broader 
spatial distribution in the image and a more balanced 
distribution among all the N regions, while foreground 
colours have a more concentrated distribution’, we define (2) 
to measure a colour’s dispersion degree in an image and 
thereby compute the saliency of each colour i in (3): 

 

Fig. 1.  The framework of the proposed method. Step 1: the pre-segmentation. Step 2: a pixel-level hand detection method. Step 3: a region-level hand 
detection method. Step 4: a Bayesian framework for fusing saliency maps. 

 

Fig. 2.  Three images with different distributions of colour i. These images are all evenly divided into 10×10 regions, and the number in each region betrays the 

ratio between pixels with colour i in this region and pixels with colour i in the whole image. 
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j k j
ij ij s k j ikR j N R R

E i p p D R R p
 

  
 (2) 

( ) exp[ ( ) / ]eS i E i                 (3) 

 

In (2), ( )E i is a dispersion measure function of the colour i. A 

background colour is expected to have a higher dispersion 

degree ( )E i . Inspired by the entropy theory, meanwhile 

considering the spatial distribution information, we define an 
entropy term to measure the breadth and uniformity of this 

colour’s distribution. ( , )s k jD R R  is the spatial distance 

between region kR  and jR , i.e., the Euclidean distance 

between their centroids. ijp  is the ratio between pixels with 

colour i in region jR and pixels with colour i in the whole 

image. 
As shown in Fig. 2, we assume that these three images are 

all evenly divided into 10×10 regions, and the number in each 

region betrays the ratio between pixels with colour i in this 
region and pixels with colour i in the whole image. The term 

2logij ijp p in (2) is used for measuring the uniformity of 

colour i’s distribution, which makes ( )E i in Fig. 2(a) higher 

than it in Fig. 2(b). However, this term ignores the spatial 

distribution of colour i in the image, resulting in that 

2logij ijp p in Fig. 2(a) is the same as it in Fig. 2(c). As a 

solution, in (2), by introducing a spatial weighting term 

( , )
k j

s k j ikR R
D R R p

 , the colour dispersion measure 

function ( )E i can measure the breadth and uniformity of a 

colour’s distribution at the same time. Thereby, ( )E i in Fig. 

2(a) is smaller than ( )E i  in Fig. 2(c), so the colour i in 

Fig.2(a) is more likely to belong to the foreground. 

In (3), ( )S i betrays the saliency of colour i, and the 

parameter e  controls the strength of ( )E i . By combining (2) 

with (3), we obtain the saliency value of each pixel and the 

corresponding saliency map saliencyM . Thus, we can 

effectively locate the salient objects in the image. Fig. 1(c) 
and Fig. 3 show examples of image saliency detection for 
salient objects on several typical images. It can be seen from 
the figure that the saliency detection method based on 
dispersion measure has a good ability to locate salient objects 
(hand posture regions) in the image. It is worth noting that the 
edge of the gesture region is still very clear. 

After detecting saliency of each pixel, we try to integrate 
saliency detection and skin detection. As shown in Fig. 3, the 
saliency detection method which based on the proposed 

         

         

         

         

Fig. 3.  Examples of image saliency detection for salient objects. The first and third row: the input images. The second and fourth row: the corresponding 

saliency maps saliencyM . 

       

       

       

       
(a)                    (b)                    (c)                     (d)                    (e)                    (f)                      (g) 

Fig. 4.  Results of each step in the proposed method. (a) The input image. (b) The saliency map eM  obtained from step 2. (c) The saliency map cM  obtained 

from step 3. (d) The coarse confidence coarseM  obtained from step 4. (e) The final confidence map fineM . (f) The final binary mask (using Otsu’s segmentation 

method). (g) The segmentation result. 
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dispersion measure can accurately detect the salient objects. 
However, when the background of an image is complex and 
cluttered, there will be a lot of interference in the saliency map. 
Thus, the attempt to segment hand postures only using the 
saliency detection method is too difficult to proceed. To 
obtain more stable results, the saliency detection is then 
integrated with a skin colour detection, thereby computing 
saliency value of each pixel. For pixels in the input image with 

colour i, they have same saliency value ( )eS i : 

 

( ) ( ) ( )e skinS i P i S i          (4) 

 

In (4), ( )skinP i  is the skin probability of colour i. In this 

paper, we use the Conaire’s skin model to compute the 
probability of a colour to be a skin colour [16]. The purpose 
of the square calculation is to appropriately reduce the 

influence of ( )S i  on ( )eS i . Intuitively, if colour i has a 

broader spatial distribution and more balanced distribution 

among all the regions (larger ( )E i ) and smaller skin 

probability ( )skinP i , it will have a smaller saliency value 

( )eS i  and thus is more likely to belong to the background. It 

is worth noting that the saliency value ( )eS i  of a pixel only 

depends on its colour, which means for pixels with same 
colour i, they have the equal saliency value. By computing 
every pixel’s saliency value and normalizing the saliency 
values to [0,255] latter, the obtained map is referred to as 

saliency map eM , as shown in Fig. 1(d). 

C. The Third Step: A Region-level Hand Detection Method 

Studies have shown that people will pay more attention to 
areas of high contrast with surrounding objects. In the 
computer vision, contrast is determined by the difference in 
the colour or brightness of the object and other regions within 
the same field of view. 

At the third step, we utilize a region-level saliency 
detection method to compute saliency of each region by 
measuring the difference in skin probability between it and 
the other regions, which means the contrast in this method is 
determined by the difference in the skin probability of 
different regions. We refer to this kind of contrast as skin 
probability contrast.  The pixel-level hand detection method 
in section II.B focuses on the distribution of different colours 
in the image while ignoring the spatial relationship between 

the image regions. This step aims to enhance the saliency of 
the most aggregate and skin-like regions, meanwhile 

weakening that of the others. For region , 1,2kR k N  , its 

corresponding saliency value ( )r kS R  is defined in (5): 

 

( ) [ ( , ) exp( ( , ) / )]
ik i

r k R c k j s k j sR R
S R N D R R D R R 


   (5) 

1 1
( , ) ( ) / ( ) /R Rk j

k j

N N

c k j skin kx R skin jy Rx y
D R R P c N P c N

 
   (6) 

 

In (5), 
iRN  is the number of pixels in region iR , ( , )c k jD R R is 

the skin probability distance between region iR  and kR , 

which is computed in (6). This term enhances saliency of 

regions with more skin-like pixels. And kxc in (6) is the colour 

of x-th pixel in kR . Then we incorporate spatial information 

by introducing a spatial weighting term exp( ( , ) / )s k j sD R R   

in (5), where ( , )s k jD R R is the spatial distance between 

region jR  and kR . s controls the strength of spatial 

distance weighting. By introducing this spatial weighting term, 
skin-like regions with a higher degree of aggregation will 
have a higher saliency value. In contrast, the regions with 
lesser skin-like pixels or isolated skin-like region will have 
smaller saliency values. By normalizing the saliency values to 
[0,255] later, the obtained saliency map is referred to as 

saliency map cM , which is shown in Fig. 1(e). 

D. The Fourth Step: A Bayesian Framework for Fusing 
Saliency Maps 

 Rathu et al. [17] proposed a statistical saliency model 
based on Bayesian inference. By using the sliding window on 
the image, the image is divided into two parts: inside the 
window and outside the window. The saliency value of each 
pixel is calculated by comparing features inside the window 
and features outside the window. However, when this method 
uses the Bayesian inference to calculate the final saliency, the 
prior probability is set to a fixed value. In fact, this strategy 
makes the method rougher, and makes the contribution of 
Bayesian inference less obvious. In response to this problem, 
Xie et al. proposed using corner detection to construct convex 
hulls firstly, thereby obtaining the approximate location of 
salient areas. And then it used Bayesian inference to calculate 
saliency value of each pixel [31]. However, the effectiveness 
of this method depends on the accuracy of the convex hull 

input image
use SLIC to segment the 

image into N regions.

compute the region-level 
salicency map MC using 

(5),(6)

compute the salicency 
map Msaliency  using 

(2),(3)

compute the pixel-level 
salicency map Me using 

(4)

normalize, map 
to [0,255]

normalize, map 
to [0,255]

itegrate Mc and Me, get 
Mcoarse using (7) and (8)

calculate observation 
likelihood probability 
using (10),(11),(12) 

calculate posterior 
probability using (9), 
obtain final map Mfine

segment Mfine into binary 
mask

 

Fig. 5.  The flow diagram of the proposed segmentation method. 
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detection. Only when the background is simple, can a good 
result be obtained. Once the background of image is too 
complex, too many corner points are detected, which affects 
the accuracy of the algorithm.  

At the fourth step, saliency map eM  and cM are fused to 

construct a confidence map for segmentation. Inspired by 

“coarse-to-fine” model, a coarse confidence map coarseM  is 

first generated from eM  and cM , and based on this coarse 

confidence map, a Bayesian framework is then utilized to 

obtain the final fine confidence map fineM . 

For pixel v with coordinate (x,y) in coarseM , its 

corresponding coarse confidence value ( , )coarseM x y  is 

computed according to (7): 
 

( , ) ( , ) ( , )coarse e cM x y M x y M x y       (7) 

 
Regions closer to the center of image have a higher 

probability of belonging to foreground. In our research, we 
use a center-bias method in [25] to enhance the course 

confidence map coarseM . The principle of the center-bias 

algorithm is that regions near the center of image than those 
far from the center are more worthy of attention. So the 
weighted item   in (7) is defined in (8): 

 

2

( ( , ), )
exp -

[0.5 min( , )]
centerD p x y p

W H


 
  

 
                  (8) 

 

where ( ( , ), )centerD p x y p  indicates the Euclidean distance 

between the pixel v with coordinate (x, y) and the center of the 
image. The parameter W and H represent the width and height 
of the input image. By using (8), the saliency of regions near 
the center of image will be enhanced. Fig. 1(f). shows an 

example of coarseM .  

To refine the coarse map coarseM , it undergoes the Otsu’s 

segmentation method in [18] to generate a binary image. As 
shown in Fig. 1(g), the image is roughly divided into two parts: 

hand region handR  and background region BGR . Next, we 

adopt a Bayesian framework to get the fine confidence value 

of pixel ( , )v x y : 

 
( ) ( | )

( | )
( ) ( | ) (1 ( )) ( | )

p hand p v hand
p hand v

p hand p v hand p hand p v BG


 
(9) 

{ , , }

( ( ))
( | ) hand

f L a b
hand

H f v
p v hand

N
     (10) 

{ , , }

( ( ))
( | ) BG

f L a b
BG

H f v
p v BG

N
     (11) 

( ) ( , )coarsep hand M x y                       (12) 

 
According to (12), we regard the coarse confidence value 

( , )coarseM x y  as prior probability ( )p hand  of pixel ( , )v x y  

to belong to hand region. By computing (9), we obtain every 

pixel’s posterior probability ( | )p hand v  , which is regarded 

as the final confidence value of  pixel ( , )v x y . ( | )p v hand  

and ( | )p v BG  refer to the observation likelihood probability, 

which are computed in (10) and (11), where ( )handH x  refers 

to colour histogram of handR  in the CIELab colour space, and 

( )BGH x  refers to that of BGR . handN  and BGN  represent the 

number of pixels in handR  and BGR .By combining (10) and 

(11) with (9) to get every pixel’s confidence value 

( , )fineM x y ,  we obtain the final confidence map fineM , in 

which each confidence value represents the probability of a 
pixel to belong to hand region, as shown in Fig. 1(h). Then we 

segment the confidence map fineM with a threshold and get 

the final binary mask, in which the highlighted region 
represents the hand region, as shown in Fig. 1(i). The hand 
region is segmented using the binary mask leading to the 
result shown in Fig. 1(j). 

E. Algorithm of the Proposed Method 

To sum up, we use the approach in section II.A to make a 
pre-segmentation, and then two saliency maps are obtained 
from section II.B and section II.C respectively. In section II.D, 
the final fine confidence map is determined by using a 
Bayesian framework. The results of each step in the proposed 
method are shown in Fig. 4. The procedure of our algorithm is 
given as follows: 
Input: A colour image. 
1)  By using SLIC approach, the input image is segmented 
into N regions. 

2) Compute the pixel-level saliency map eM  using (2), (3) 

and (4). 

3) Compute the region-level saliency map cM  using (5) and 

(6). 
4) According to (7) and (8), the coarse confidence map 

coarseM  are computed by integrating saliency map eM  and 

cM . 

5) Calculate observation likelihood probability using (10) and 
(11). 

6) Regard value in coarseM  as prior probability, compute 

posterior probability of each pixel to belong to hand region 

using (9), (12), and obtain the final confidence map fineM . 

7) Segment hand region using the final confidence map fineM . 

Fig. 5 is the flow diagram of the proposed segmentation 
method. 

III. EXPERIMENTS 

In this section, we make experiments on two datasets to 
verify the effectiveness of our hand posture segmentation 
method. 

A. The Determination of Parameters and Methods 

To make a comprehensive evaluation, we build a 
benchmark for hand segmentation. This evaluation is based 
on the Hand Gesture Recognition (HGR) dataset with 
uncontrolled backgrounds and lighting conditions [22]. The 
images from this dataset are all associated with ground-truth 
binary masks indicating hand posture regions. In this section, 
we use a series of evaluations to determine the parameters and 
threshold segmentation method in the proposed algorithm. 
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Firstly, in order to determine the parameters and obtain a 
better segmentation result, we utilize images in the HGR 
dataset to test the effect of different parameter values on the 
experimental results. The parameter e  in (3) controls the 

strength of colour dispersion, and s  in (5) controls the 

strength of spatial distance weighting. Previous experiments 
showed that it’s not necessary to set an overly big or small 
strength to control these values. Thus, the range of e  in (3) 

and s  in (5) are all limited to [0.1, 1.1]. With the stride of 

0.2, these two parameters are used to build saliency maps and 
binary mask. The measurement utilized in [28] was employed 

to evaluate the performance. In this experiment, we use F  

and Receiver Operating Characteristic (ROC) area to evaluate 
the quality of the experiment results. The weighted harmonic 
mean of precision and recall, referred to as F , is computed 

in (13): 
 

2

2

(1 )Precision Recall
F

Precision Recall






 


      
(13) 

C

R

N
Precision

N
                           (14) 

C

G

N
Recall

N


                           
(15) 

where the parameter 2  is set to 0.3.  The precision rate and 

recall rate are computed in (14) and (15), where 
C

N is the 

number of correct segmented pixels, 
R

N  is the number of all 

segmented pixels, and 
G

N  is the number of ground-truth 

pixels. As shown in Fig. 6, when e  is set to 0.3, and s  is 

set to 0.7, F  and ROC area perform better. In fact, as long as 

these two parameters are not set to be particularly small, our 
method has similar performance. That is because, at the fourth 
step, the Bayesian framework makes a further refinement to 
the saliency map, thereby reducing the effect of these two 

(a) 

(b) 

Fig. 6.  Comparison for segmentation results using different parameters e  

in (3) and s  in (5). (a) F bars. (b) ROC area bars. 

Fig. 7.  Precision-Recall-F-beta bars for binary masks using different 
threshold-based segmentation methods. 

 
(a) 

 
(b) 

Fig. 8.  Comparison for naive thresholding of saliency maps using images in 

HGR dataset. (a) Precision-recall curves. (b) Threshold- F  curves. 
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parameters on the experimental results. In the following 
experiments, the parameter e  and s  are always set to 0.3 

and 0.7 respectively.  
After the determination of parameters, we use a series of 

evaluations to determine the threshold segmentation method 
utilized in the fourth step. In the fourth step, after obtaining 
the final confidence map fineM , in which each confidence 

value represents the probability of a pixel to belong to hand 
region, we need a threshold-based segmentation method to get 
the final binary mask. We utilize three typical methods for the 
evaluation, including the Otsu method [18], the minimum 
cross-entropy thresholding (MCT) method [26], and an 
adaptive threshold (AT) method [27]. As shown in Fig. 7, the 

Otsu method has a better result, so we utilize this method as 
the threshold segmentation method in the fourth step. 

B. The Evaluation based on HGR Dataset 

In this section, we compare the proposed method with five 
best performing and typical methods on this dataset, including 
methods based on discriminative textural features (DTF) [7], 
discriminative skin-presence features (DSPF) [22] and 
Bayesian skin model (Bayes) [21], the RC saliency detection 
with Saliency Cut method [10], and the Conaire’s skin model 
method [16]. The performance of methods is assessed in two 
parts: the evaluation of confidence maps of different methods, 
and the evaluation of binary segmentation results of different 

       

        

        

        

        

        
(a)                  (b)                    (c)                     (d)                   (e)                     (f)                    (g)                     (h) 

Fig. 9.  Comparison for binary results using images in HGR dataset. (a) The input image. (b) Our method. (c) The DSPF method [22]. (d) The DTF method [7]. 
(e) The Bayes method [21]. (f) The RC method [10]. (g) The Conaire method [16]. (h) The ground truth. 

 
(a)                                                                                                 (b) 

Fig. 10. Precision-Recall-F-beta bars and ROC area bars for binary masks after segmentation. 
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methods. 
Firstly, we make an evaluation of confidence maps of 

different method. The easiest way to get the binary mask of 
the hand region is to set a fixed threshold and segment the 
confidence map with this threshold. To reliably compare how 
well various detection methods highlight hand posture regions 
in the confidence map, we adjust the segmentation threshold 

and compute recall, precision, and F  at this condition. 

The Precision-Recall curve in Fig. 8 shows that the 
proposed method is superior to the other five methods. With 
the growth of recall, the precision of our method drops more 
slowly. In this curve, the minimum recall value of the 
proposed method is less than that of DSPF, DTF, and Bayes 
method, and is bigger than that of RC and Conaire method, 
which means the smoothness and differentiation, and is 
conducive to the next segmentation. 

Then we make an evaluation of binary segmentation results 
of different method. The comparison of binary results using 
images in HGR dataset is shown in Fig. 9. The DSPF, DTP, 
and Bayes method all use a consistent value of threshold to 
segment every image. Our method and Conaire method use 
the Otsu segmentation on the confidence maps. And the RC 
method uses an iterative fitting segmentation approach named 
Saliency Cut. After segmentation to get the binary results, the 

recall, precision, F and ROC area of each method are 

obtained.  When computing F  by (13), the parameter 2  is 

also set to 0.3. The comparison of precision, recall and F   

values for binary masks after segmentation are shown in Fig. 9, 
Fig. 10 and Table I respectively. Among these six methods, 
the proposed method significantly outperforms other methods, 

especially in precision rate and F . Other colour-based 

methods and saliency-based methods are subject to poor 
performance due to uneven illumination and complex 
background interference, especially in the first and second 
image in Fig. 10. 

In Fig. 11, DSPF, DTP, and Bayes method perform very 
well in terms of recall rate. However, these three methods 
require pre-training steps on a specific training set, which 
means that these methods will need more time in application. 
RC utilizes the global colour contrast information to detect 
saliency objects without using priori knowledge of colour, 
thereby performimg poor in terms of recall rate. Compared 
with the RC method, the Conaire method has higher recall rate 
and lower precision because of the usage of skin colour priori 
knowledge, which means that skin-like regions in the 
background might be misidentified as hand regions.  

C. The Evaluation based on NUS-II Dataset 

In this section, we make an evaluation on NUS Hand 
Posture dataset II (NUS-II) subset A [19]. All of the images in 
NUS-II are taken in complex environments, with a varied 
background, uneven lighting, and a wide variety of hand 
shapes. These hands in the dataset are from different age 

       

       

       

       

       

       

       

       
(a)                 (b)                  (c)                    (d)                    (e)                    (f)                   (g) 

Fig. 11.  Visual comparison of segmentation methods on NUS-II. (a) The input images. (b) Our method. (c) An attention based method in [19]. (d) An ellipse 
clustering colour model based method in [23]. (e) The Saliency Cut method in [10]. (f) The GrabCut method in [20]. (g) A Bayesian skin model based method 
in [21]. 
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groups, different races, and different sexes. In this experiment, 
we utilize typical images in NUS-II(indoor or outdoor, 
skin-like interference or not, different handshapes) for 
evaluating the performance of our method. As a comparison, 
we adopt five different methods for hand posture 
segmentation. They are an attention-based method [19] with 
pre-training on NUS-II, a method based on ellipse clustering 
colour model (ECCM) [23], Saliency Cut, a salient region 
(RC) segmentation method based on global contrast [10], 
Grabcut, a foreground extraction method using iterated 
Graph-Cuts [20], and a method based on Bayesian skin model 
[21]. It should be noted that the method in [19] uses the 
saliency maps for hand-position detection rather than 
segmentation, so we don’t make a re-processing to the 
saliency map, but directly show the maps obtained. 

In order to obtain the optimal experimental results, the 

parameter e  in (3) and s  in (5) are determined by the 

experiment in section III.B, in which e  is determined to be 

0.3, and s  is determined to be 0.7. The threshold of 

segmentation to final confidence map in our method is 
determined by the Otsu method [18]. 

The segmentation results of these methods are shown in Fig. 
11. In column (c), the method in [19] can detect the hand 
position approximately, but its edges aren’t accurate enough, 
which is an important information for classification. In 
column (d), the method in [23] performs well only when the 
backgrounds don’t contain skin-like regions and the 
illumination is even. Column (e) shows that only when the 

image colour contrast is strong, the effect of Saliency Cut 
method [10] will be more ideal. In column (f), when the true 
hand posture regions and background regions distribute 
overlap partially in colour space, the segmentation result of 
the GrabCut method [20] will be worse. In column (g), the 
Bayesian skin model [21] is also disturbed by the skin-like 
backgrounds. And column (b) shows that the proposed 
method has a better hand segmentation ability, irrespective of 
whether the image contains uneven illumination and 
skin-coloured background or not. 

In view of the NUS-II dataset lacks ground-truth masks, but 
each of them has a classification label, therefore, we use the 
images after segmentation to make a classification and 
evaluate the performance of different segmentation 
algorithms. Image moments are useful to describe objects 
after segmentation, especially the Hu moment, invariants with 
respect to translation, scale, and rotation [29]. Thus, we adopt 
it to extract features of hand contours, which are then fed into 
a linear SVM for classification [30]. In this case, the 
recognition accuracies are much more dependent on the 
segmentation steps. The performance for hand posture 
recognition was evaluated using 10-fold cross-validation. As 
shown in Table II, the proposed method achieves the hand 
posture recognition rate to 96.53%, meanwhile the others 
achieve the accuracy of 71.25% (ECCM), 87.68% (RC), 
85.31% (Grabcut), and 79.46% (Bayes). The results further 
demonstrate the practical value of this algorithm 

D. The Evaluation of Speed 

Finally, we compare the speed of each method, the average 
time of different method in HGR and NUS-II dataset is 
obtained on a computer equipped with an Intel Core i5-4460 
3.2GHz CPU and 8GB RAM. In view of that the second and 
third steps of our algorithm have many shared parameters and 
data, we optimize the calculation process and implement it 
based on C++. As shown in Table III, the method in [21] and 
[16] have good running speed. The proposed method, DTF 
and DSPF have more similar speed performance which is 
generally acceptable. However, in order to achieve real-time 
performance, the running speed of this algorithm still has 
some room for improvement. 
 

IV. CONCLUSION 

In this study, a new hand posture segmentation method 
which deeply integrates the bottom-up saliency information 
with top-down skin colour information is proposed. By 
utilizing a saliency-based pixel-level and a saliency-based 
region-level hand detection algorithm, and then fusing 
saliency maps they output by a Bayesian framework, we 
obtain the final confidence map for segmentation. Evaluations 
based on comparisons with other approaches show that this 
method can resist the external interferences such as variable 
illumination and cluttered background, thereby obtaining the 
hand region accurately. Especially in the classification 
experiment, the results further demonstrate the practical value 
of this algorithm. In the future, instead of segmentation with a 
hard threshold, we are considering using an iterative fitting 
method to obtain a smoother and more precise segmentation 
result from the final confidence map. In addition, improving 

TABLE I 
PRECISION-RECALL-F-BETA AND ROC AREA VALUES FOR BINARY MASKS 

AFTER SEGMENTATION 

Method Precision Recall F-beta ROC area 

Ours 0.9701 0.9613 0.9681 0.9852 

DSPF[22] 0.8297 0.9531 0.8552 0.8546 

DTF[7] 0.7816 0.9596 0.8166 0.8823 

Bayes[21] 0.6998 0.9297 0.7422 0.7341 

RC[10] 0.8085 0.8097 0.8087 0.5798 
Conaire[16] 0.7858 0.8228 0.7940 0.7034 

 
TABLE II 

THE RECOGNITION ACCURACY OF HAND POSTURE IN NUS-II 

Method Accuracy(%) 

Ours 96.53 

ECCM[23] 71.25 

RC[10] 87.68 

Grabcut[20] 85.31 

Bayes[21] 79.46 

 
TABLE III 

THE AVERAGE TIME OF HAND SEGMENTATION IN HGR AND NUS-II 

Method Time In HGR(ms) 
Time In 

NUS-II(ms) 
Code 

Ours 352 47 C++ 

DSPF[22] 361 51 C++ 

DTF[7] 328 40 C++ 

Bayes[21] 45 13 C++ 

RC[10] 106 19 C++ 

Conaire[16] 17 6 Matlab 
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the speed of the program to make it more suitable for real-time 
applications is our another target. 
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