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Abstract—A new approach toward Indonesian vehicles 

license plate tracking based on video recordings of vehicles on 

the highway, is proposed. The tracking technique is used to 

improve the performance of a standard Mean Shift with a 

Gaussian kernel by selecting the appropriate kernel radius 

using an adaptive fuzzy mechanism. The purpose of kernel 

radius variation of Parzen window is to keep or maximize the 

mean of the similarity function outputs which implies a 

successful tracking process. The experimental results show that 

Improved Mean Shift using Adaptive Fuzzy Gaussian Kernel 

proved to have better effects as compared to the Standard Mean 

Shift. 

 
Index Terms—Improved, Mean Shift, Adaptive, Fuzzy, 

Gaussian, Kernel radius, Parzen window 

 

I.  INTRODUCTION 

BJECT tracking is one of the most important 

components that can be applied in the field of computer 

vision-based video. The tracking-based video is the task of 

estimating time position of the object analyzed in a sequence 

of images. Object tracking has always been exciting and 

challenging for researchers who want to analyze video-based 

objects. Video-based object tracking research continues to be 

developed, among others  [1]–[7]. 

Video tracking is pursuing an object or objects in a series 

of multi-sequence of video frames. An essential problem that 

is often faced in computer vision applications is object 

tracking. This is due to the difficulties in tracking objects that 

can arise from internal and external factors such as 

disfigurement, motion cameras, motion-blur, and occlusion 

[8]. The major challenge that must be considered when 

designing an object tracking system is the appearance of the 

object model and the candidate model in the scene recorded 

on video that is often similar, and including the variations in 

 
Manuscript received May 7th, 2017; revised July 28th, 2018. This work 

was supported by Directorate General of Higher Education, Ministry of 

Research and Education, Indonesia (doctoral fellowship program).  

Basuki Rahmat is a student doctoral program of Electrical Engineering 

Department, Institut Teknologi Sepuluh Nopember (ITS), Surabaya, 

Indonesia. He works as a lecturer of Informatics Engineering Departement of 

Universitas Pembangunan Nasional Veteran Jawa Timur, Indonesia. (email: 

basukirahmat.if@upnjatim.ac.id).  

Endra Joelianto is with the Instrumentation and Control Research Group, 

Faculty of Industrial Technology, Institut Teknologi Bandung, Bandung 

40132, Indonesia (e-mail: ejoel@tf.itb.ac.id). 

I Ketut Eddy Purnama and Mauridhi Hery Purnomo are with the 

Electrical Engineering Department, Institut Teknologi Sepuluh Nopember 

(ITS), Surabaya, Indonesia, 60111 (e-mail: {ketut, hery@ee.its.ac.id}). 

appearance of the object itself.  

In general, several methods of vehicle license plate 

tracking or object tracking can be categorized based on the 

features that are used, among other things: 

a. Color Feature [9], [10]. 

b. Superpixels Feature [11]. 

c. Oriented FAST and Rotated BRIEF (ORB) Feature 

Matching [12]. 

d. Edges Feature, Optical flow Feature, and Texture Feature 

[10]. 

Three major parts are developed in the process of vehicle 

license plate tracking and recognition system through video 

surveillance as shown in Fig.1, namely: 

- License Plate Extraction part to get the vehicle license 

plate’s location contained in the video frame. 

- License Plate Tracking part to track the vehicle license plate 

location along multiple video frames, and 

- Character Extraction part, in which there are problems of 

license plate character segmentation and recognition. 

This paper includes the study on license plate tracking by 

using an Improved Mean Shift with Gaussian kernel which is 

governed by an adaptive fuzzy mechanism. 

The main problem associated with license plate tracking 

video data is the possibility of objects other than the license 

plate itself appearing as background image that might be 

similar to the target appearance which could cause 

interference with observations. In such cases, it may be 

difficult to distinguish the features of the expected target, 

which produces a phenomenon known as clutter. In addition 

to the challenges due to clutter, it is also worth noting some of 

these following factors [13]: 

a. Posing Variation. Non-stationary target will have 

different variations when it is projected onto the image 

plane, such as when turning or changing direction. 

b. Ambient illumination. Direction, intensity, and color of 

the light from surrounding environment affect the 

appearance of the target. Also, global illumination 

changes often give problems for video recording data in 

the outdoors. For example, the light environment will 

have a different effect when the light from the sun is 

obscured by clouds. In addition, the angle between the 

light direction and the normal to the surface of the object 

pose different objects, which will affect vision through 

the camera lens. 

c. Noise. The acquisition process consists of a series of 

images in the video frames may introduce noise, 

depending on the quality of the camera  used  to  capture.  
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Object observation due to noise could have disrupted  

some of the data which degraded system performance. 

d. Occlusions. Observation failure could also happen when 

the object is partially or completely clogged (blocked) by 

other objects. Failure to observe the target due to 

obscuration or clogging by other objects that may be 

present in the scene. 

 

Also, there are other important issues related to the license 

plate itself. Things to note from the problems of the vehicle 

license plate or the environment are the detection and the 

vehicle license plate recognition. The problems are described 

as follows [14]: 

 

1). Vehicle license plate variations 

a)  location (position): a plate of the vehicle is in a 

different position for each vehicle; 

b)  quantity: a picture of the vehicle which might have 

more than one plate; 

c)  size: vehicle license plates could have a variety of sizes 

depending on the distance captured by the lenses.It is 

also important to take into account zoom factor; 

d) color: vehicle license plates could have many different 

characters (letters and numbers) and background 

colors according to the type of plate or imaging 

equipment; 

e) letters: vehicle license plates’ letters could vary in one 

country and another due to different usage of fonts and 

languages; 

f) standard and nonstandard: each country has its own 

standard rules of license plate numberring, however, 

many found a lot of vehicles are using 

non-standardized license plates; 

g) occlusion: vehicle number plates may be shrouded by 

dirt; 

h) trends: vehicle license plates can be tilted; 

i) others: the addition of characters, vehicle license 

plates, and screws in frames. 

 

2). Environmental variations 

a)  illumination: input image may have a variation of 

lighting due to environments and vehicle lights; 

b)  background: the background image may have a pattern 

similar to the vehicle license plate, such as the number 

on the vehicle, the bumper with a vertical pattern, and 

formed grounds. 

 

One algorithm in intelligent systems that is constantly 

being developed to date and likely developed steadily for the 

foreseeable future to solve problems especially for 

video-based object tracking is Mean Shift algorithm. Some 

examples of the application of this algorithm to solve the 

problems of video-based object tracking, among others, can 

be found in the following papers [1],[5],[15]–[17]. 

The Mean Shift algorithm serves as an iterative algorithm, 

and it is powerful and versatile. It has a nonparametric nature 

that allows easier combinations and integrations with other 

algorithms. Some previous results have managed to improve 

the performance of Mean Shift by adding technical or other 

algorithms, among others can be found in [9], [12], [18]–[26]. 

This paper serves as a proposal to achieve better results of 

the standard Mean Shift with the Gaussian kernel by selecting 

appropriate kernel radius using adaptive fuzzy mechanism. 

Some of the reasons for using adaptive fuzzy include flexible 

systems, capable of modeling complex nonlinear functions, 

and working with other techniques [27]–[31]. These Mean 

Shift and adaptive fuzzy combination algorithms are to solve 

the problem of video-based Indonesian vehicle license plate 

tracking. 

Improvised Mean Shift performance can be accomplished 

by using adaptive fuzzy system mechanism based on the 

Probability Density Function (PDF) of the object model and 
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Fig. 1.  Video-based vehicle license plate tracking and recognition system. 
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PDF of a candidate model. The proposed method is based on 

the consideration that the radius of Parzen window kernel is 

one of the important and influential parts in the generating of 

the PDF of the object model and the candidate model. By 

changing the radius, the proposed algorithm attempts to 

maintain the highest performance in tracking an object in 

terms of similarity evaluation described by the accuracy of 

tracking called percentage accuracy of object tracking 

(PAOT). 

 

II.    PRELIMINARIES 

A. Probability Density Function (PDF) 

The mathematical definition of the continuous probability 

function, p(s), satisfies the following properties [32]: 

1. The probability that s is between two points a and b. 


a

dsspbsap )()(             (1) 

2. Values are not negative for all real s. 

3. The integral of the probability function is one: 

   




1)( dssp                  (2) 

The most commonly used probability function is the 

Gaussian function (also known as the normal distribution): 
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Extending to the case of vector s, owned by non-negative 

p(s) with the following properties: 

1. The probability that s is within ℜ region is: 

     dsspP )(                    (4) 

2. The integral of the probability function is one, that is: 

     1)( dssp                     (5) 

With a set of n samples of data s1, ... , sn, We can use a 

method called density estimation in which the density 

function p(s) can be estimated, then the output of p(s) for each 

upcoming sample s is obtained. The basic idea behind many 

methods to estimate the probability of an unknown density 

function is very simple. This technique depends on the 

probability P that a vector falls in a region ℜ as given by 

Eq.(4). 

If it is assumed that ℜ is so small that p(s) is not much 

different in it, then it can be written: 

     
 VspdsspdsspP )()()(        (6) 

Where V is the volume of ℜ. 

Suppose n samples s1, ..., sn are pulled independently 

according to the probability function of density p(s), and there 

k of n samples within the region ℜ, then the relationship is 

obtained: 

nkP /                   (7) 

So come to the following obvious estimates for p(s): 

   
V

nk
sp

/
)(                      (8) 

 

B. Kernel Density Estimation 

Kernel Density Estimation (KDE) is a method to estimate 

PDFs of random variables through non-parametric way. The 

kernel density estimation is a matter of basic data smoothing 

where population conclusions are made, based on a limited 

sample of data. Areas such as signal processing and 

econometrics, this method is also called the 

Parzen-Rosenblatt window method, named after Emanuel 

Parzen and Murray Rosenblatt, which is credited with making 

it independent in its current form [33], [34]. 

It is further considered that ℜ is an s centered hypercube 

(2-D square), as shown in Fig.2. The length of the edge of the 

hypercube can be represented by h, in which V = h2 for the 

2-D square, and V = h3 for a 3-D cube [32]. 

 

 
 

An equation was introduced [32]: 
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Indicates whether si is in the box (centered on s, with width 

h) or not. The number of samples k falling within the region 

ℜ, from n, is given by: 
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So by using Eq.(8), and V = h2 for a 2-D square, the Parzen 

probability density estimation formula (for 2-D) is obtained: 
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 is called window function [32]. 

Then for the 3-D cube hypercube, it is assumed that the 

area ℜ which encloses the k sample from n, is the hypercube 

with the long side ℎ centered on s, as shown in Fig.3, with 

volume V = h3. Then the total number of points inside the 

hypercube, as in Eq.(10). Using Eq.(8), and V = h3 for 3-D 

cube, the Parzen probability density estimation formula (for 

3-D) is obtained: 

hs

)2/,2/( 21 hshs 
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)2/,2/( 21 hshs  h

 
Fig. 2. Hypercube square 2-D. 
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Thus in general with dimension D, the Parzen probability 

density estimation formula is obtained [35]: 
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Previously mentioned, that g((s-si)/h) is called window 

function. In practice, g(●) in this window function, usually the 

kernel function is used. This kernel, which corresponds to a 

center-based hypercube unit, is known as the Parzen window 

or naïve estimator [35]. The quantity g((s-si)/h) equals the 

unity if si is in the hypercube with the side ℎ centered on s, and 

equal to zero if it is outside the hypercube. With g(●) in the 

window function using the kernel function, the Parzen 

probability density estimate with dimension D in Eq.(13) is 

also called Kernel Density Estimation (KDE), expressed as in 

Eq.(14) [35]. 
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The h side will generally be if the window function uses 

kernel function, it is called kernel bandwidth [36], [37] or 

kernel radius [9]. 

 

C. Kernel Function 

Estimation of PDF by using KDE always involves the 

kernel function. The kernel function g(●) satisfies the 

properties of the continuous probability function, i.e. the real 

nonnegative value, and the integral of the probability function 

is one: 

   

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1)( duug                (15) 

Some commonly used kernel functions include: 

1. Uniform 
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2. Triangular 
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3. Epanechnikov 

 
23 / 4(1 ), 1
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4. Gaussian 

  21 1
exp( ),

22
ig u u for u


       (19) 

 

D. Kernel Radius or Bandwidth Selection 

As mentioned previously, from Eq.(14) there is a 

parameter h in the PDF estimation by using KDE. This h 

parameter is very important and influences the success of 

PDF estimation. The h parameter of this kernel function is 

called kernel bandwidth [36], [37] or sometimes also called 

kernel radius [9]. 

To illustrate the effect of the parameter h on the success of 

the PDF estimation, a random sample of standard normal 

distributions as given in Eq.(3) is can be seen on the x-axis 

(horizontal), as shown in Fig.4. The gray curve is the actual 

density (normal density average 0 and variant 1). When 

compared, the red curve looks worse because there are a lot of 

artificial data artifacts that is coming from the use of kernel 

radius h = 0.05, which is too small. The over smooth green 

curve because using the kernel radius h = 2 shrouds many of 

the foundation structures. The black curve with the kernel 

radius of h = 0.337 is optimally refined because the 

approximate density is close to the actual density. 

 
 

s

p
(s

)

h = 0.05

h = 0.337

The real 

density
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Fig. 4. Influence of kernel radius change. 
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Fig. 3. Hypercube cube 3-D. 
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If the kernel radius h is expressed as a percent, a 3-D 

visualization, the kernel radius’ effect on the mask of a 

Parzen window using Gaussian kernel, with the respective 

radius, h = 65%, 75%, 85 % and 95% as shown in Fig. 5. 

 

 
 

E. Mean Shift Basic 

Mean Shift, proposed by Fukunaga and Hostetler in 1975, 

is a non-parametric estimation strategy [38]. It can be 

extended to locate the ideal match between the object model 

and the candidate model in light of the gradient estimation of 

the PDF estimation in the kernel [39]. The similarity function 

is used to assess the similarity of PDF of the object model and 

the candidate model. 

To understand how the Mean Shift works, it is assumed 

intuitively as to the identical distribution of billiard balls as 

shown in Fig.6 [40]. The goal is to find the densest or the 

highest distributed billiard distribution density. For example, 

an arbitrary location is chosen, i.e. the region of interest (ROI) 

as shown in Fig.6. From the position at the center point of the 

ROI, the center of mass of the spherical distribution is known. 

Furthermore, from the center point of ROI shifts towards the 

center of the mass. Leaving the Mean Shift vector trace. The 

previous mass distribution center of the ball is now the center 

of ROI. From this position at the new center of ROI, the mass 

center of the ball distribution is known again. Furthermore, 

the new center of ROI was shifted again towards the new 

center of mass which leaves the Mean Shift vector trace 

again. And so on until the center point of ROI is equal to the 

mass center of sphere distribution, so there is no more shift. 

This means that the highest density of the highest distribution 

of billiard balls has been found. 

 

Shifting means considering feature space as an empirical 

PDF. Assuming that the input for the Mean Shift is a set of 

points, it then can be thought as a sample of the underlying 

PDF. If a solid area (or cluster) exists in the feature space, 

then it corresponds to the (or maxima local) mode of the PDF. 

Groups associated can also be identified through the 

association with the given mode using Mean Shift. 

Considering each data point, it is important for the Mean 

Shift to associate the nearest peak of the PDF dataset. 

Meanwhile, Mean Shift will then analyze the data points’ 

average. Then, it moves the center of the window to the 

average. Repeat until convergent. At each iteration, it may be 

considered that the window shifts to a denser area of the 

dataset. 

Thus, Mean Shift works as follows: 

1. Fix the window around each data point. 

2. Calculated average data in the window. 

3. Slide the window toward the average. 

4. 1-3 repeated until convergent. 

 

F. Mean Shift Tracking 

For object tracking problems, color features based Mean 

Shift technique have been widely used. The PDF as the color 

probability functions is obtained by using Parzen window 

using conversion from RGB to indexed colors. 

The probability of the color feature u of the object model 

qu, and the probability of the color feature u from the 

candidate model pu(s), can be expressed as in Eq.(20) and 

Eq.(21) [40]. 
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where 

u : color feature. 

s    : the object’s center spot in the previous video 

frame.  

si : the pixel location within the kernel in the current 

frame. 

g(●) : kernel function.  

C : normalization factor of the object model. 

Ch : normalization factor of the candidate model. 

b(si) : the color index (1..m) of si. 

h     : kernel radius. 

qu : the probability of the color feature u of the object 

model. 

pu(s) : the probability of the color feature u from the 

candidate model. 

 

The probability of the color feature u of the object model 

qu, and the probability of the color feature u of the candidate 

model pu(s), is sometimes also expressed by the Kronecker 

delta function as in the following equation [9]: 
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Fig. 6. The distribution of identical billiard balls. 
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Fig. 5.  The shape of the mask of a Parzen window using Gaussian kernel, with 

the respective radius, h = 65%, 75%, 85 % and 95%. 

  

IAENG International Journal of Computer Science, 45:3, IJCS_45_3_10

(Advance online publication: 28 August 2018)

 
______________________________________________________________________________________ 



 

Where  is the Kronecker delta function. 

  The relationship between the two PDFs which is the 

probability of the color feature can be expressed by the 

similarity function of f1(s) or Bhattacharyya coefficient f2(s) 

as in Eq.(24) [9] and Eq.(25) [36]: 
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The candidate models would be shifted towards Mean 

Shift in a repeatable way to maximize the similarity 

parameter. Mean Shift has local convergent iterations rise 

toward higher density of a given probability distribution. The 

iteration process repeatedly goes until the highest density of 

the optimal estimation of the object location is achieved 

which indicates the object has been tracked successfully. 

The computation of Mean Shift vector to translate the 

Kernel window by m(s),  is expressed as Eq.(26) [41].  
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where 

m(s) : the desired Mean Shift vector in one iteration 

within the kernel. 

s    : the object’s center spot in the previous video 

frame. 

si : The current frame’s pixel spot inside the kernel. 

g(●) : kernel function. 

h     : kernel radius. 

 

Next, to get the Mean Shift gradient is based on the slope 

of the density contour gradient. The generic formula for 

gradient slope as in Eq.(27) [42]: 

   )(' 001 sfss                   (27) 

If applied to the KDE equation as in Eq.(14) then the 

relationship will be obtained as follows: 
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Setting it to 0, we get [42]: 
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Thus, the Mean Shift gradient as follows [42]: 
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Furthermore, to obtain the Parzen window mask and its 

gradient against the x-axis and y-axis, with various kernel 

functions used: Uniform, Triangular, Epanechnikov, and 

Gaussian, using the Parzen_window function as in Eq.(29) 

[43]. 

  [km, gx, gy] = Parzen_window (tm, lm, h, g(●), graph)  (29) 

Where 

km :  Parzen window mask. 

gx, gy : Parzen window gradient against the x and 

y-axes. 

tm, lm : height and width of Parzen window mask size. 

rm : Parzen window mask radius. 

g(●) : kernel function.  

graph   : plot the image mask if graph = 1. 

Finally to get the Mean Shift tracking is by using the 

Meanshif_tracking function as in Eq.(30) [43]. 

[si, loss, f, f_indx] =  MeanShift_tracking (qu, I2, ... 

              Lmap, height, width, f_thresh, max_it, s, ...       (30)                         

tm, lm, km, gx, gy, f, f_indx, loss) 

where 

s    : the center location of the object in the 

previous video frame.  

si : the pixel location within the kernel in the 

current frame. 

loss : the object out of tracking 

(f, f_indx) : the storage of the result of similarity 

function during the tracking process. 

qu : the probability of the color feature u of 

the object model. 

I2 : next frame. 

height, width : size of I2. 

Lmap : colormap length. 

f_thresh : the threshold value of the similarity 

function. 

max_it : maximum iteration. 

tm, lm : height and width of Parzen window mask 

size. 

km : Parzen window mask. 

gx, gy : Parzen window gradient against the x and 

y-axes. 

 

III. PROPOSED METHODOLOGY 

The success of the object tracking process in general or the 

license plate tracking process, in this case, is marked by the 

success of maintaining the value of similarity functions 

throughout the video frame. In this paper, we propose a new 

method to keep the value of the desired similarity function by 

selecting appropriate kernel radius during the tracking 

process along the video frame. The selection process of the 

kernel radius follows the change in the value of the similarity 
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function. The technique for obtaining the appropriate kernel 

radius is by using the adaptive fuzzy system adjustment 

mechanism. So far the use of kernel radius is static during the 

tracking process along the video frame. So the success of the 

tracking process is not consistent depending on the selection 

of kernel radius. 

This paper contributes mainly the selection of appropriate 

and dynamic kernel radius through an adaptive fuzzy 

mechanism based on the reading of similarity function 

values. The result of the tracking process is expected to be 

better than the use of static kernel radius. Since the kernel 

radius selection uses an adaptive fuzzy mechanism and the 

kernel function used is Gaussian, this method is then called 

Adaptive Fuzzy Gaussian kernel. 

Furthermore, to assess the similarity function, it should be 

compared to an arbitrary value, e.g., Ɛ. Value (Ɛ) is chosen 

and compared to the mean of the output similarity function in 

one frame of video. The value of Ɛ is obtained from the mean 

of similarity function output from the standard Mean Shift 

tracking process using Gaussian kernel function. The changes 

of the kernel radius are needed to keep the value of the 

similarity fixed or improved compared with a certain value, Ɛ. 

Increasing or decreasing the value of the similarity to the 

value of Ɛ is the basis for increasing or decreasing the kernel 

radius. 

By Eq.(24), the value of Ɛ is obtained from standard Mean 

Shift tracking process by using Gaussian kernel function in 

the same video. With Z as a number of the frame, then the 

value of Ɛ is defined as Eq.(31). 

Z

sf
Z

i

i



1

1 )(

                 (31) 

The mean value of similarity function output is compared 

with the value of Ɛ. If the mean value of similarity function 

output is the same or greater than the value of Ɛ, then the 

tracking process is continued. Conversely, if it is smaller than 

the value of Ɛ, the value of difference will then be obtained. 

The value of the difference is then used as an error and a delta 

error values. The error and delta error values are used as a 

basis for the use of the adaptive fuzzy system. With the 

mechanism of fuzzy rules, then the new kernel radius value 

will be obtained. The process is then continued using the new 

kernel radius value. The process is repeated until the 

maximum iteration has been reached. 

 

A. Algorithm Steps 

The algorithm process explained are: 

Step 1:  Initialization of the Mean Shift tracking algorithm. 

Once License plate object area is selected, then the 

probability distribution of histogram is determined 

for the object model.  

Step 2:  The candidate model as the estimation is determined 

for the current frame. 

Step 3:  Mean-Shift tracking process. The similarity function 

between PDF of the object model and the candidate 

model is calculated. The mean value of similarity 

function output is obtained. 

Step 4: The mean value of similarity function output is 

compared with the value of Ɛ. If the mean value of 

similarity function output is the same or greater than 

the value of Ɛ, then the tracking process is continued. 

Conversely, if it is smaller than the value of Ɛ, then 

the difference value is obtained. The difference 

value will be used as the error and the delta error, 

and performing adaptive fuzzy system process. By 

using the adaptive fuzzy mechanism, then the new 

kernel radius value will be obtained. After that, the 

process continued using the new kernel radius value. 

Step 5:  The process is repeated until the maximum iteration 

has been reached. 

 

The flow diagram of the proposed method is shown in Fig. 7. 

 

Mean Shift Tracking

Last Frame

End

Start

No

Yes

Calculation of probability of feature u in 

object model

Calculation of probability of feature u in 

candidate model

get error and delta error

Next Frame

Initialization

Draw the selected target in the 

first frame

Mean of Similarity Function 

Output  <       ?

Adaptive Fuzzy System

Parzen window using 

Gaussian Kernel with new 

radius

 

Fig. 7.  Flow chart proposed methodology. 
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B. Adaptive Fuzzy Design 

The design of the adaptive fuzzy system for the improved 

Mean Shift using adaptive fuzzy Gaussian kernel for 

video-based Indonesia vehicle license plates tracking is 

shown in Fig. 8. 

 

These terms represent: small error (SE), medium error 

(ME), big error (BE), small delta error (SDE), medium delta 

error (MDE) and big delta error (BDE), and the Gaussian 

function used, is designed as the membership function. The 

Gaussian membership functions are defined by Eq.(32). 

),;(
11

cerrorgaussian
SE

   

 ),;(
22

cerrorgaussian
ME

   

 ),;(
33

cerrorgaussian
BE

                      (32) 

 ),;(
44

cerrordeltagaussian
SDE

   

 ),;(
55

cerrordeltagaussian
MDE

   

 ),;(
66

cerrordeltagaussian
BDE

   

The formulation of Gaussian with the membership 

function parameters ii c, and x as error or delta error is 

given by Eq. (33). 

 

 
6..1,

2
exp),;(

2

2














 
 iwhere

cx
cxgaussian

i

i

ii


        (33) 

Where the value of parameters ii c,  respectively defined as 

Eq. (34). 

3;/(error)max = c (error);max = 
11

  

2;/(error)max = c (error);max = 
22

              

1;/(error)max = c (error);max = 
33

                        (34) 

3;/error) (deltamax = c error); (deltamax = 
44



 ;2/error) (deltamax = c error); (deltamax = 
55



 ;1/error) (deltamax = c error); (deltamax = 
66

  

Then the shape of the input fuzzy membership functions is 

shown in Fig. 9. 

 

 

The use of fuzzy membership function parameter as in 

Eq.(34), is adaptive in accordance with error and delta error 

result of a difference of the mean of similarity function with a 

value of Ɛ. So the Gaussian fuzzy membership function 

Eq.(32) is also adaptive. Changes in errors and delta errors 

which means changes to the fuzzy membership function 

result in a change in the new kernel radius. The goal is to 

return the ideal value of the mean of similarity function, 

under the value of Ɛ (as in Fig. 7). 

Furthermore, the shape of the output fuzzy membership 

function is designed as shown in Fig. 10. 

 

According to Fig. 10, the crisp value of each out1, out2 and 

out3 is defined as the singleton fuzzy output in the form of a 

value choice of the kernel radius using Gaussian kernel (%), 

which is given as Eq. (35). 

 

100; = out3  85; = out2  70; = out1                                 (35) 

 

The rule evaluation of adaptive fuzzy output is designed as 

shown in Table I. 

Output

Fuzzification Defuzzification

Inference

Engine

Rule Base

new kernel radius

Input

error delta error
 

Fig. 8. Adaptive Fuzzy System. 
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out 1 out 2 out 3
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Fig. 10. Output fuzzy membership function. 
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Fig. 9. Fuzzy membership functions of input error and delta error. 
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Defuzzification calculation as fuzzy system output using 

Center Average Defuzzifier [44]. Suppose that the outputs are 

in the form of two fuzzy membership functions as in Fig.11. 

Where μ1 and μ2 are the Gaussian membership function value 

of the input error and delta error, out1 and out2 are 

corresponding fuzzy output values, and N is the number of 

Gaussian membership functions is processed. Then the 

output of the fuzzy system y* using Center Average 

Defuzzifier can be calculated using Eq.(36) [44]. 

   
1*

1

N

i i

i

N

i

i

out

y














             (36) 

In this example  a defuzzification output is obtained: 

   

2

1*

2

1

i i

i

i

i

out

y














 

The illustration is shown in Fig.11. 

 
 

IV. RESULTS AND DISCUSSION 

Improved Mean Shift algorithm with Gaussian kernel 

function that has been added Fuzzy Adaptive mechanism 

tested on four video recordings of vehicles running on the 

highway. Vehicles used for testing are vehicles with license 

plate number of Indonesia. The algorithm is applied for 

tracking the license plate of the vehicle along the video frame. 

The parameters used for the test are presented in Table II. 

 

 
 

The following figures give an overview of the simulation 

results. For Video 1, the following results are obtained, as 

shown in Fig. 12 through Fig. 15. The standard Mean Shift 

generating percentage accuracy of object tracking of 

50.4673%, while the Mean Shift with adaptive fuzzy 

Gaussian kernel yield 61.6822% better accuracy. From the 

sample frame to 25, 50, 75,100 shown in Fig. 15, frame to 25, 

100 of the test results using a standard Mean Shift occurs out 

of the tracking. While applying the proposed method, only the 

100th frame is out of tracking while the rest of the frames are 

very clear. It shows that the proposed method produces better 

tracking performance  as compared to methods utilizing the 

standard Mean Shift. 

 

 
 

 
 

µ1

out 1 out 2

µ2

Kernel radius (%)
 

Fig. 11. Sample overview of center average defuzzifier. 

  

 

Fig. 13.  Initial Membership Function of Error and Delta Error for Adaptive 

Fuzzy. 

 

Fig. 12.  Similarity Function Output, Mean of Similarity Function Output and 

Kernel Radius Plot respectively of Video 1 License Plate Tracking. 

  

TABLE II 

MEAN SHIFT PARAMETERS 

Parameter Value 

the threshold for the similarity function 0.16 

maximum number of iterations 100 

 

TABLE I 

RULE EVALUATION OF ADAPTIVE FUZZY OUTPUT 

 
                       Error 

SE ME     BE 

Delta 

Error 

SDE out3 out2 out1 

MDE out3 out2 out1 

BDE out3 out2 out1 
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For Video 2, the following results are obtained. The 

simulation results are shown in Fig. 16 through Fig. 19. The 

standard Mean Shift generates percentage accuracy of object 

tracking of 76.3780%, while the Mean Shift with adaptive 

fuzzy Gaussian kernel yields 80.3150% (better accuracy). 

From the frame samples as shown in Fig. 19, on the 90th 

frame, the test results using Standard Mean Shift appear out 

of the track very clearly. It shows that the proposed method 

produces better tracking performance  as compared to 

methods utilizing the standard Mean Shift. 

 

 
 

 
 

 
 

SE

ME

BE

SDE

MDE

BDE

 

Fig. 18.  Final membership Function of Error and Delta Error for Adaptive 

Fuzzy. 

 

Fig. 17.  Initial Membership Function of Error and Delta Error for Adaptive 

Fuzzy. 

 

Fig. 16.  Similarity Function Output, Mean of Similarity Function Output 

and Kernel Radius Plot respectively of Video 2 License Plate Tracking. 

 

Fig. 15.  The result of the process of tracking Video 1 left using the Static 

Gaussian kernel and the right of using Adaptive Fuzzy Gaussian kernel. 

Tracking results (from the top) of frames 25, 50, 75,100 are displayed. 
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ME

BE

SDE

MDE

BDE

 

Fig. 14.  Final membership Function of Error and Delta Error for Adaptive 

Fuzzy. 
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For Video 3, the following results are obtained, as shown 

in Fig. 20 through Fig. 23. The standard Mean Shift 

generating percentage accuracy of object tracking is 

62.9630%, while the Mean Shift with adaptive fuzzy 

Gaussian kernel yields 64.8148% (better accuracy). From 

these results, the difference is not significant. From the 

sample frame to 27, 54, 81, 108 as shown in Fig. 23, the 

tracking results are almost the same. Only the frame to 108, of 

the test results using a standard Mean Shift, occurs out of the 

tracking. It shows that the proposed method produces better 

tracking performance as compared to methods utilizing the 

standard Mean Shift. 

 

 

 
 

 
 

 
 

 

 

Fig. 23.  The result of the process of tracking Video 3 left using the Static 

Gaussian kernel and the right of using Adaptive Fuzzy Gaussian kernel. 

Tracking results (from the top) of frames 27, 54, 81,108 are displayed. 

SE

ME

BE

SDE

MDE

BDE

 

Fig. 22.  Final membership Function of Error and Delta Error for Adaptive 

Fuzzy. 

 

Fig. 21.  Initial Membership Function of Error and Delta Error for Adaptive 

Fuzzy. 

 

Fig. 20.  Similarity Function Output, Mean of Similarity Function Output 

and Kernel Radius Plot respectively of Video 3 License Plate Tracking. 

 

Fig. 19.  The result of the process of tracking Video 2 left using the Static 

Gaussian kernel and the right of using Adaptive Fuzzy Gaussian kernel. 

Tracking results (from the top) of frames 30, 60, 90,120 are displayed. 
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For Video 4, the following results are obtained, as shown 

in Fig. 24 through Fig. 27. 

 

 
 

 

 

 
  

From the test results Video 4, in sample frames to 24, 48, 

72, 96, it can be seen the tracking results using the Mean Shift 

standards (left), 3 of the four samples of the object license 

plate occur lost track. While the tracking results using the 

improved Mean Shift with adaptive fuzzy Gaussian kernel 

(right), all license plate objects can be tracked properly. It 

shows that the proposed method produces better tracking 

performance as compared to methods utilizing the standard 

Mean Shift. 

Determination of tracking accuracy, it is considered 

Percentage Accuracy of Object Tracking (PAOT) defined in 

Eq. (37). 

%100

Frame

Framein on track Object 

N

1

N

1 xPAOT




          (37) 

The test results are summarized in Table III. 

 

 
 

TABLE III 

PERCENTAGE ACCURACY OF OBJECT TRACKING (%)  

Video 
MS using Static 

Gaussian Kernel 

MS using Adaptive 

Fuzzy Gaussian 

Kernel 

1 50.4673 61.6822 

2 76.3780 80.3150 

3 62.9630 64.8148 

4 28.2828 57.5758 

Average 54.5228 66.0970 

 

 

Fig. 27.  The result of the process of tracking Video 4 left using the Static 

Gaussian kernel and the right of using Adaptive Fuzzy Gaussian kernel. 

Tracking results (from the top) of frames 24, 48, 72, 96 are displayed. 

SE

ME

BE

SDE

MDE

BDE

 

Fig. 26.  Final membership Function of Error and Delta Error for Adaptive 

Fuzzy. 

 

Fig. 25.  Initial Membership Function of Error and Delta Error for Adaptive 

Fuzzy. 

 

Fig. 24.  Similarity Function Output, Mean of Similarity Function Output 

and Kernel Radius Plot respectively of Video 4 License Plate Tracking. 
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From the test results, the improved Mean Shift with 

adaptive fuzzy Gaussian kernel gave the average percentage 

of 66.10% tracking accuracy. With the overall trial of four 

videos (100%) in a "head to head," it has superior 

performance compared to the standard Mean Shift. 

 

V.  CONCLUSION 

The paper proposed an improved Mean Shift using 

adaptive fuzzy Gaussian kernel for video-based Indonesian 

vehicle license plate tracking. The accuracy of tracking was 

determined by using the Percentage Accuracy of Object 

Tracking (PAOT). The experimental results showed that the 

Improved Mean Shift using Adaptive Fuzzy Gaussian Kernel 

provided a better average of Percentage Accuracy of Object 

Tracking based on the trial of four videos in comparison with 

the Standard Mean Shift.  
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