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Abstract — As the adoption of Electronic Medical Records (EMRs) rises in the healthcare institutions, these resources' importance increases because of the clinical information they contain about patients. However, the unstructured information in the form of clinical narratives present in those records, makes it hard to extract and structure useful clinical knowledge. This unstructured information limits the potential of the EMRs, because the clinical information these records contain can be used to perform important tasks inside healthcare institutions such as searching, summarization, decision support and statistical analysis, as well as be used to support management decisions or serve for research. These tasks can only be done if the unstructured clinical information from the narratives is properly extracted, structured and transformed in clinical knowledge. Usually, this extraction is made manually by healthcare practitioners, which is not efficient and is error-prone. This research uses Natural Language Processing (NLP) and Information Extraction (IE) techniques, in order to develop a pipeline system that can extract clinical knowledge from unstructured clinical information present in Portuguese EMRs, in an automated way, in order to help EMRs to fulfill their potential.
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I. INTRODUCTION

Hospitals play a central role in the healthcare domain and in any society. These healthcare institutions produce large amounts of digital information, mainly with the broad utilization of Electronic Medical Records (EMRs). EMRs are computerized medical systems that collect, store and display a specific patient clinical information [1]. These records are used “by healthcare practitioners to document, monitor, and manage healthcare delivery within a care delivery organization (CDO). The data in the EMR is the legal record of what happened to the patient during their encounter at the CDO and is owned by the CDO” [2].

Many types of clinical information are stored in EMRs, such as x-rays, prescriptions, physician’s notes, diagnostic images and other types of medical documentation [3]. EMRs became one of the most important new technologies in healthcare [4]. In United States, a study from 2012 [5] showed that 72% of office-based physicians used an EMR system.

In Europe, a survey validated by the European Commission to 1800 European hospitals, shows that the usage and deployment of eHealth applications in these healthcare institutions, such as Electronic Medical Records systems, has increased over the period of 2010-2013 [6]. In Portugal, statistics from 2014 [7] show that the amount of hospitals using EMRs rose from 42% in 2004 to 83% in 2014.

Despite their usage, EMRs usually contain unstructured clinical information in the form of narrative [8] written by the healthcare practitioners, concerning the patients. However, the amount of unstructured clinical information that is contained in the EMR presents a barrier to realizing the potential of EMRs [9]. This free-text form used by healthcare practitioners is advantageous to “demonstrate concepts and events, but is difficult for searching, summarization, decision support or statistical analysis” [10].

Healthcare institutions extract structured clinical information and clinical knowledge from the EMRs’ clinical narratives “by employing of domain experts to manually curate such narratives” [9]. This practice is not efficient, is error-prone and consumes human resources that could be used for other tasks [11]. The desirable scenario is to be able to extract clinical knowledge from the unstructured clinical information present in EMRs in an automated and reliable way. This allows healthcare institutions to possess the clinical knowledge as fast and reliably possible, wasting the least amount of resources to obtain it. At the same time, the healthcare institutions can act and plan in a faster and more sustained style, based on the clinical knowledge obtained.

This research proposal aims to provide a system to extract clinical knowledge from the unstructured clinical information present in patients’ EMRs. The EMRs are written in Portuguese language and were made available by a real Portuguese hospital. The knowledge extraction from the EMRs is performed in an automated and structured way, using Text Mining (TM) techniques, such as Natural Language Processing (NLP) and Information Extraction (IE), both subfields of TM.

The focus of this system is to output clinical knowledge in the form of relations between the different clinical specialties of the hospital and the occurrences of clinical entities in each one of those specialties. As an example, with this system the authors aim to find in an automated way, based solely on unstructured information from EMRs, which disease is more frequent in a given clinical specialty or which medications are more prescribed to a given diagnosis.
II. DATA, INFORMATION AND KNOWLEDGE IN A CLINICAL CONTEXT

Before moving on, it’s important to distinguish these three different concepts and their respective hierarchies, since they are frequently present in this research and are usually responsible for many misconceptions. Data consists in a collection of facts and statistics concerning an object or originated by an event. Information consists in processed data. This processing has the objective of increasing the usefulness of the data [12]. Finally, knowledge represents an understanding of certain information.

Based on these definitions and in the context of this article, clinical data of a patient EMR is all the raw data, such as the clinical narrative written by a healthcare practitioner originated in the occurrence of an event, such as a medical appointment between the patient and the healthcare practitioner. Still in this context, clinical information consists, for example, in the clinical terms found and extracted from the clinical data, such as medication or diseases. Finally, clinical knowledge consists in an understanding of that clinical information extracted such as the establishment of clinical relations between the patient diagnosis and the clinical terms found in his EMR.

An example of clinical knowledge could be the discovery of which medications are more prescribed in a given clinical specialty, based on the clinical information extracted, in this case all the medications that were extracted from the EMRs’ clinical data, written in the form of narratives.

“In the hierarchy of data, information and knowledge, computations with elaborate algorithms play a major role in the initial processing of data to information, but computations with good reference databases become more important in the following processing to compile knowledge.” [13]. Now that these three concepts are clarified, it’s possible to have a better understanding of the following sections of this work.

III. LITERATURE REVIEW

This section aims to give an overview of what has already been made in the field of clinical knowledge extraction and to understand the positioning of this work. There are already several case studies that were capable of extracting clinical knowledge from unstructured information present in EMRs.

A research conducted by the Faculty of Medicine, University of São Paulo, in 2007, proposed a pipeline system capable of extracting clinical knowledge from clinical reports, by coupling Machine Translation (MT) and a NLP system together [14]. However, this research was limited to chest x-rays reports only. To add to that, this study is from 2007 and since then the MT and NLP systems were improved. Nonetheless, this research showed that is indeed possible to achieve success, by coupling MT and NLP together to extract clinical knowledge.

A different research conducted in Nashville, by the Tennessee Valley Healthcare System, in 2011, showed a solution capable of extracting clinical knowledge from EMRs, that allowed an automatic identification of postoperative complications within EMRs, using NLP techniques to process the unstructured information [15].

Still in 2011, the Mayo Clinic, the Children’s Hospital Boston and the Harvard Medical School worked together in a solution that allowed the discover of relations between prescribed drugs and the side effects, just from the EMRs’ clinical narratives [16]. EMRs were solely from psychiatry and psychology patients and the system was able to extract side effect and causative drug pairs with a good performance, using a NLP system in conjunction with Machine Learning (ML) techniques and pattern matching rules.

Extracted clinical knowledge from EMRs can also serve for classification systems, as shown in 2013 by the Massachusetts General Hospital, Harvard Medical School and the Harvard School of Public Health. These institutions developed a system together, that was capable of extracting clinical knowledge from EMRs, in order to successfully classify in an automated way the respective patients as having Crohn’s disease and ulcerative colitis, based solely in the unstructured information of EMRs [8].

Still in 2013 and in the domain of classification systems, the National Taiwan University and the King’s College London coupled together to develop a system able to identify smoking status in EMRs of patients with mental disorders [17].

In 2016, the Mayo Clinic proposed a system capable of extracting clinical knowledge of unstructured clinical notes, that allowed the automatic identification of the presence or not of Peripheral Arterial Disease (PAD) in the respective patients’ EMRs, using NLP and IE [18].

A research conducted by the Columbia University Medical Center in 2017 proposed a solution capable of early recognition of Multiple Sclerosis (MC) by applying NLP techniques [19]. This early identification, before the official recognition by the healthcare providers, can potentially reduce the time to diagnosis.

More researches were made in the clinical knowledge extraction area, but only the most recent and relevant ones, concerning this research, were enunciated. Despite having reasonable performances, all of these studies focus on very specific domains. Our goal in this work is to build a system capable of extracting clinical knowledge in a broader spectrum, by obtaining clinical knowledge from EMRs that belong to different clinical specialties of a hospital. Therefore, the authors aim to relate the different clinical specialties with the occurrences of different clinical entities in those same specialties, such as diseases, symptoms, medications, procedures and anatomical regions.

IV. ELECTRONIC MEDICAL RECORDS

One big issue in clinical data external access is privacy. Our approach for privacy is based on the fact that health information can be used for research, but names can't be released. To overcome this problem, the authors developed tools for Patient Controlled Encryption (PCE) as an approach to handle privacy issues of patients. To provide external data access, every personal information of the patients (e.g. name, address, e-mail) and doctors is encrypted and an identifier is created to each doctor and each patient. Correlation of the patient identifier to patient information or doctor identifier to doctor information is possible only based on the knowledge of a private key.

PCE uses standards encryption approach based on: 1) a RSA algorithm to handle key transfer process based on a digital signature [20]; 2) an encryption algorithm, for
example the AES [21], which takes the generated key by RSA algorithm and performs encryption for that file field or XML extracted; 3) a decryption algorithm that takes encrypted information and produces the decrypted file. This procedure allows to export EMRs without personal information available to an Excel file. The authors have access to 5255 EMRs. The EMRs were collected with permission by the hospital itself and are all from ambulatory care. The EMRs are from different specialties of the hospital, such as gastroenterology, hematology, nephrology, medical oncology, pediatrics, pediatrics hematology, pulmonology, rheumatology, urology and oncology. The three clinical specialties more represented by the EMRs can be seen in Table I.

Each EMR is composed by different fields, such as a sequence number, number of clinical episode, specialty, specialty code, diagnosis code, diagnosis description, date and a clinical narrative text. Table II presents the top five of the most frequent patients’ diagnoses. Plus, the authors also present general statistic results regarding the clinical narratives in Table III. About 215540 words were processed and in average each narrative has 41 words.

<table>
<thead>
<tr>
<th>Specialty</th>
<th>Number of EMRs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medical Oncology</td>
<td>3150</td>
</tr>
<tr>
<td>Rheumatology</td>
<td>619</td>
</tr>
<tr>
<td>Pneumology</td>
<td>529</td>
</tr>
</tbody>
</table>

and in average each narrative has 41 words.

<table>
<thead>
<tr>
<th>Diagnosis</th>
<th>Occurrences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tumor(neoplasms)</td>
<td>3748</td>
</tr>
<tr>
<td>Rheumatoid arthritis</td>
<td>421</td>
</tr>
<tr>
<td>Digestive system disease</td>
<td>251</td>
</tr>
<tr>
<td>Blood disease</td>
<td>182</td>
</tr>
<tr>
<td>Digestive system disease</td>
<td>165</td>
</tr>
</tbody>
</table>

V. SYSTEM DESCRIPTION

In order to extract clinical knowledge from the Portuguese EMRs, a pipeline system of different modules was built. A high-level overview of the whole system is depicted in Fig. 1. To begin with, the hospital made available all the 5255 original EMRs in an Excel file, as explained in the previous section.

The first step was the pre-processing of the data. Healthcare practitioners typically use many clinical abbreviations and acronyms, what presents a big challenge to the processing and translation of the original text. In order to solve that problem, one of the pre-processing activities was writing all the abbreviations and acronyms present in the EMRs in their full form. The other pre-processing activity was the correction of orthographic errors. All of this pre-processing was done directly in Excel using macros and regular expressions.

After the pre-processing, a translation of the EMRs from Portuguese to English language is necessary, since the NLP system used in this work is built for the English language. Since the translation domain is out of the scope of this research, the authors used one of the best available translators as a black-box, the Google Translate. With a good pre-processing of the EMRs, this translator is able to translate with a good performance, with the result in English language losing very little expressivity and information when compared with the original Portuguese text.

In order to translate the EMRs, the authors extracted all of EMRs from the Excel file and translated them using the Google Translation API [21], in order to translate the 5255 EMRs available. All of this data manipulation and calls to the Google Translation API were made using Python programming language.

Having the translated EMRs ready and saved in files, they are ready to be sent to the NLP system, in order to extract all structured clinical information possible, such as diseases, medications, symptoms, signs, anatomical regions and clinical procedures. The NLP system used, called cTAKES [9], can go to a directory and process all of the files inside, creating an output file by each input file, with all the structured clinical information extracted for the respective EMR.

In order to be able to identify and extract the clinical entities found in the narratives, the NLP system uses a database filled with clinical terms and concepts from the Unified Medical Language System (UMLS). UMLS is a repository of biomedical vocabularies developed by the US National Library of Medicine, containing more than 2.2 million concepts and 8.2 million concept names, some of them in different languages than English [22].

With all the information extracted and saved in files, we can then extract clinical knowledge. In order to do that, the authors persisted all the clinical information in a logic way in a SQLite database, allowing to relate all domains at ease.

Fig. 1. High-level view of the whole system
VI. CLINICAL INFORMATION EXTRACTION

In order to extract structured clinical information from the EMRs, the authors had to choose a clinical NLP system to use in this research. An investigation was conducted to verify which open-source NLP system should be used. From several options, an open-source NLP system developed in the Mayo Clinic College of Medicine in Rochester called cTAKES [9], was the final decision to use in this research. This system is currently maintained by the Apache Software Foundation and was already used with success to identify patients’ smoking status from clinical texts [23], apply summarization [24], confirm cases of hepatic decompensation in radiology reports [25] and extract clinical information concerning Crohn’s disease and ulcerative colitis from EMRs [8].

The cTAKES is an open-source NLP system implemented in Java and consists in “a modular system of pipelined components combining rule-based and machine learning techniques aiming at information extraction from the clinical narrative” [9]. This system is then composed by different components that are involved in the processing of clinical narratives. Each component contributes with a specific operation made to the text being processed. The components present in cTAKES can be seen in Fig. 2. This system can process files individually or a directory full of files at once.

When presented with a text file, cTAKES starts by splitting the text in sentences, with the Sentence Boundary Detector component. After that, it splits each sentence in tokens and normalizes each token (word) to its most common base form, by removing prefixes and suffixes. This is done by the Tokenizer and Normalizer components respectively. The following component, the POS Tagger, tags each token of the sentence with a part of speech (nouns and noun groups found in the text being processed). In order to find the clinical terms, this component takes all the tagged tokens and tries to link them together in higher logical units, like noun or verb groups.

Finally, the component Named Entity Recognizer is used. This component uses a dictionary look-up algorithm in order to discover clinical information within the sentence. A customized dictionary with clinical terms and their relationships can be configured within cTAKES, in order to find the clinical terms in the text. In this research, the authors used the SNOMED-CT dictionary, that contains three types of components: concepts, descriptions and relationships [26]. This dictionary is one of the biggest sources of clinical knowledge available, with over than 300,000 active clinical terms in the English language, being a crucial tool to identify the clinical information in text [27]. There is still no official version of this dictionary to the Portuguese language, what reinforces the authors’ decision to translate EMRs to the English language first.

The clinical terms found can be diseases, medications, signs, symptoms, anatomical regions and procedures. In order to find the clinical terms, this component takes all nouns and noun groups found in the text being processed and searches for them in the dictionary. The Named Entity Recognizer component can also detect if a clinical term is negated or has a specific status associated with it. Having all these components applied, the structured clinical
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**TABLE IV**

<table>
<thead>
<tr>
<th>Most Identified</th>
<th>Medical Oncology</th>
<th>Number</th>
<th>%</th>
<th>Rheumatology</th>
<th>Number</th>
<th>%</th>
<th>Pneumology</th>
<th>Number</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diseases by specialty</td>
<td>Neoplasm</td>
<td>2974</td>
<td>73</td>
<td>Rheumatoid Arthritis</td>
<td>422</td>
<td>27.5</td>
<td>Asthma</td>
<td>47</td>
<td>37.9</td>
</tr>
<tr>
<td></td>
<td>Gastroesophageal reflux disease</td>
<td>96</td>
<td>2.3</td>
<td>Spondylitis</td>
<td>169</td>
<td>11</td>
<td>Respiratory tract infections</td>
<td>32</td>
<td>25.8</td>
</tr>
<tr>
<td></td>
<td>Neutropenia</td>
<td>89</td>
<td>2.2</td>
<td>Spondylarthritides</td>
<td>50</td>
<td>3.3</td>
<td>Pneumonia</td>
<td>20</td>
<td>16.1</td>
</tr>
<tr>
<td>Medications by specialty</td>
<td>Bevacizumab</td>
<td>193</td>
<td>4.5</td>
<td>Infliximab</td>
<td>261</td>
<td>6.4</td>
<td>Carboplatin</td>
<td>134</td>
<td>13.7</td>
</tr>
<tr>
<td></td>
<td>Captopril</td>
<td>160</td>
<td>3.9</td>
<td>Tocilizumab</td>
<td>232</td>
<td>5.7</td>
<td>Vinorelbine</td>
<td>70</td>
<td>7.1</td>
</tr>
<tr>
<td></td>
<td>Metothyxate</td>
<td>132</td>
<td>3.3</td>
<td>Methotrexate</td>
<td>154</td>
<td>3.8</td>
<td>Erlotinib</td>
<td>57</td>
<td>5.8</td>
</tr>
<tr>
<td>Signs/Symptoms by specialty</td>
<td>Pain</td>
<td>354</td>
<td>17.7</td>
<td>Pain</td>
<td>196</td>
<td>9.9</td>
<td>Chest Pain</td>
<td>49</td>
<td>11.8</td>
</tr>
<tr>
<td></td>
<td>Nausea</td>
<td>156</td>
<td>7.8</td>
<td>Arthralgia</td>
<td>194</td>
<td>9.8</td>
<td>Tremor</td>
<td>35</td>
<td>8.5</td>
</tr>
<tr>
<td></td>
<td>Poor venous access</td>
<td>103</td>
<td>5.3</td>
<td>Joint swelling</td>
<td>185</td>
<td>9.4</td>
<td>Severe asthma</td>
<td>31</td>
<td>7.5</td>
</tr>
<tr>
<td>Anatomical Regions by specialty</td>
<td>Skin</td>
<td>210</td>
<td>15.9</td>
<td>Joints</td>
<td>195</td>
<td>18.3</td>
<td>Oral cavity</td>
<td>34</td>
<td>17.5</td>
</tr>
<tr>
<td></td>
<td>Breast</td>
<td>126</td>
<td>9.6</td>
<td>Vertebral column</td>
<td>65</td>
<td>8.8</td>
<td>Respiratory system</td>
<td>29</td>
<td>14.9</td>
</tr>
<tr>
<td></td>
<td>Oral Cavity</td>
<td>111</td>
<td>8.4</td>
<td>Hand</td>
<td>34</td>
<td>4.6</td>
<td>Veins</td>
<td>14</td>
<td>7.2</td>
</tr>
<tr>
<td>Clinical Procedures by specialty</td>
<td>Administration Procedure</td>
<td>415</td>
<td>33.4</td>
<td>Administration procedure</td>
<td>301</td>
<td>21.7</td>
<td>Administration procedure</td>
<td>64</td>
<td>44.1</td>
</tr>
<tr>
<td></td>
<td>Analysis of substances</td>
<td>131</td>
<td>10.6</td>
<td>Weighing patient</td>
<td>244</td>
<td>17.6</td>
<td>Chemotherapy cycle</td>
<td>20</td>
<td>13.8</td>
</tr>
<tr>
<td></td>
<td>Chemotherapy cycle</td>
<td>93</td>
<td>7.5</td>
<td>Joint examination</td>
<td>195</td>
<td>14</td>
<td>Analysis of substances</td>
<td>12</td>
<td>8.3</td>
</tr>
</tbody>
</table>

(Advance online publication: 28 August 2018)
information is finally extracted by cTAKES and can be presented in many different file formats. The authors chose to output the structured clinical information in files with a XMI (XML Metadata Interchange) format. The authors chose this format since it’s small in size and easy to read and process the information. The processing of the XMI file and persistence in database of the clinical information extracted, is made with Python programming language too, using the SQLite library. In the next section, the knowledge extraction results are depicted.

VII. CLINICAL KNOWLEDGE EXTRACTION

After having all the extracted clinical information structured and persisted in a database, it’s possible to extract clinical knowledge, using SQL and Python to query and manipulate the data.

Since the EMRs belong to ten different clinical specialties and a lot of diagnosis are present, the knowledge extraction is only exhibited concerning the three most represented specialties and diagnosis. However, the results could be easily obtained to the other specialties, since they are persisted in the database too.

All the extracted information for the different clinical specialties presented in the EMRs is identified in Table IV. The authors asked for help of healthcare practitioners from the hospital, who manually annotated the clinical entities present in 400 EMRs in order to establish a gold standard for this evaluation. The evaluation of the pipeline system built was made having in account the translation process, using Google Translator, as well as the information extraction process, using the NLP system cTAKES. The evaluation was made for all types of clinical entities in conjunction. It showed that our system has a precision of 0.75, a recall of 0.61 and a F1 score of 0.67.

These results show that the system is viable to extract reliable clinical knowledge from Portuguese EMRs. The results obtained are not surprising, since Google Translator is one of the best translators available, which in conjunction with a good pre-processing of the data results in almost no loss of information in the process of translation. To add to that, the cTAKES system used in this research already has one of the greatest state-of-the-art results for the English language, with a precision of 0.8, recall of 0.65 and F1 score of 0.72 [9].

The results obtained in this research are a little below of the cTAKES’ results, since information is always lost in the process of translation, even if minimal. Some eventual errors in the pre-processing of the data can also explain the decrease of performance too.

\[
\text{Precision} = \frac{\text{Correctly identified terms}}{\text{Total identified terms}} \quad (1)
\]

\[
\text{Recall} = \frac{\text{Correctly identified terms}}{\text{Total correctly identified terms possible}} \quad (2)
\]

\[
F - \text{measure} = \frac{(\beta^2 + 1) \times \text{Precision} \times \text{Recall}}{(\beta^2 \times \text{Recall}) + \text{Precision}} \quad (3)
\]

TABLE V

<table>
<thead>
<tr>
<th>Most Identified</th>
<th>Digestive system disease</th>
<th>Number</th>
<th>%</th>
<th>Neoplasm</th>
<th>Number</th>
<th>%</th>
<th>Rheumatoid Arthritis</th>
<th>Number</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signs/Symptoms by diagnosis</td>
<td>Digestion problems</td>
<td>111</td>
<td>36</td>
<td>Pain</td>
<td>412</td>
<td>10.7</td>
<td>Pain</td>
<td>126</td>
<td>17.1</td>
</tr>
<tr>
<td></td>
<td>Abdominal pain</td>
<td>42</td>
<td>13.6</td>
<td>Nausea</td>
<td>294</td>
<td>7.6</td>
<td>Arthralgia</td>
<td>109</td>
<td>14.9</td>
</tr>
<tr>
<td></td>
<td>Colic</td>
<td>35</td>
<td>11.4</td>
<td>Tremor</td>
<td>102</td>
<td>2.6</td>
<td>Joint swelling</td>
<td>108</td>
<td>14.7</td>
</tr>
<tr>
<td>Medications by diagnosis</td>
<td>Ranitidine</td>
<td>52</td>
<td>19.1</td>
<td>Bevacizum</td>
<td>203</td>
<td>4.9</td>
<td>Tocilizum</td>
<td>231</td>
<td>8.6</td>
</tr>
<tr>
<td></td>
<td>Infliximab</td>
<td>48</td>
<td>17.7</td>
<td>Carboplatin</td>
<td>196</td>
<td>4.8</td>
<td>Infliximab</td>
<td>108</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Azathioprine</td>
<td>16</td>
<td>5.9</td>
<td>Capecitabine</td>
<td>160</td>
<td>3.9</td>
<td>Prednisolone</td>
<td>91</td>
<td>3.3</td>
</tr>
</tbody>
</table>

VIII. SYSTEM EVALUATION

The evaluation of the system was performed based on standard metrics calculated manually for 400 of the 5255 EMRs. These standard metrics are precision, recall and F-measure. They are frequently used in the evaluation of IE systems [28]. The authors used these metrics to calculate the performance of the pipeline system in extracting clinical information in the Portuguese EMRs.

Precision can be calculated as defined in (1), as the ratio between the correctly identified terms and the total identified terms. This metric measures the number of correctly identified terms as a percentage of the total identified terms. Recall is calculated as defined in (2), as the ratio between the correctly identified terms and the total of terms that should have been correctly identified. Hence, this metric despises the wrongly identified terms.

In (3) one can see how the F-measure is calculated, by combining precision and recall, with \( \beta \) being the weight between precision and recall. In this research, the standard calculation of F-measure is used (also known as \( F_1 \) score), as can be seen in (4), by using a \( \beta \) set to 0.5. This value of \( \beta \) means that precision and recall are equally important.

(Advance online publication: 28 August 2018)
This research shows that the pipeline system built by the authors, based in a translator and a NLP system, is capable of extracting useful and reliable clinical knowledge from EMRs written in Portuguese language, from a real hospital, what can be really important to support the said hospital in his tasks. It also shows an automated way of extracting the said clinical knowledge, without wasting human resources to manually review the EMRs.

One limitation of this research is the translation of the EMRs from Portuguese to the English language. Even if not much, performance is lost in this step, because even not all words or expressions get correctly translated. However, even knowing that the translation is out of the scope of this research, the authors consider that the translation occurred with good performance and not much information was lost in this step. The careful pre-processing made to the EMRs before translation was an important step to guarantee a good translation performance.

The authors pretend, in the near future, to be able to extract more clinical knowledge that allows the establishment of even more patterns and relations than the ones done in this research. The hospital will also make available soon more 25000 EMRs in order to keep ones done in this research. The hospital will also make more clinical knowledge that allows the translation performance.

Finally, the authors pretend to extend this research to the healthcare practitioners, by associating the clinical knowledge extracted from EMRs with who wrote them. This way it will be possible to verify, for example, which medication is more prescribed or which procedure is more recommended by a given healthcare practitioner, and even relate that with specific periods of the year.
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