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Classifying Tweets using Convolutional Neural Networks
with Multi-Channel Distributed Representation
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Abstract—This paper is focused on a state-of-art classification
method for short text messages. With the increasing interest
in social media, people are posting many short text messages,
not only to communicate with other people, but also to share
information. This trend has led to a new research area,
microblog mining. This type of data mining can extract real-
world topics and events from microblogs. However, because text
messages on a micro-blogging site are short, their classification
is a challenging task. In particular, Twitter is one of the most
well-known micro-blogging services, where tweets frequently
users’ reactions to real-world topics and events occurring in
their surroundings. In our previous paper, we proposed a real-
time topic monitoring system that implements a naive Bayes
classifier to classify tweets into two classes: “relevant” and
“irrelevant” to a monitored topic. The classification perfor-
mance has limitations, because the naive Bayes’ classification
is based on word probabilities. To address this problem,
we propose a deep-learning-based classification method that
features a new distributed representation for words, multi-
channel distributed representation. Distributed representation
indicates word vectors representing the latent features of words.
To enhance the capability of a distributed representation, each
of its items has several channel values in a multi-channel
distributed representation. In our experiments, we evaluated
our model’s performance in comparison with that of other
convolutional neural network (CNN) models and a long short-
term memory model. The results showed that the classification
performance of the deep learning models was superior to that of
the naive Bayes classifier. Moreover, a CNN with multi-channel
distributed representation can classify tweets better than a CNN
without multi-channel distributed representation.

Index Terms—Deep learning, Distributed representation, Text
classification, CNN.

I. INTRODUCTION

OMMUNICATION through social media has an im-

portant role in our daily life, and therefore, people are
extremely active in sharing their life experience by posting
messages [1]. Users of Twitter, which is one of the most
influential information sources, tweet about various real-
world topics and events, including tourist spots, local events,
natural disasters, accidents and news. The possibility of
extracting useful information from tweets has attracted the
attention of a very large number of researchers [2], [3]. This
trend has opened a new research area that includes topic and
event detection, trend analysis, and marketing using tweets
in many different application domains [4], [5], [6].

We developed a test bed for a topic analysis system that
can observe the dynamics of real-world topics [7]. To extract
tweets that are related to a topic being monitored in this
system, a naive Byes classifier [8] is used for classifying
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tweets. Tweets are classified according to whether their
content is or is not related to the topic being monitored.
A natural disaster observation system that can detect areas
suffering from heavy rain or snow and the time periods of the
precipitation by using the topic analysis system was imple-
mented. This system significantly affects the analysis of real-
world information using tweets posted on the Twitter site;
however, the quality of the information input to the system
depends on the classification performance. As the classifier
is based on naive Bayes, there is room for improving the
classification performance.

In this paper, we propose a new classifier that is based
on a deep learning technique to improve the classification
performance of the topic analysis system and present a
detailed evaluation that includes a comparison of our model
with several methods. The proposed classifier utilizes a
convolutional neural network (CNN), where the input to the
network is a sequence of multi-channel distributed represen-
tations. The model is based on a CNN-based text classifier
that was proposed by Kim [9]. The key idea of their model
is that the size of the convolution filters is the same as the
number of dimensions of the distributed representation. A
text sentence comprises a time series sequence of words,
and multi-filters are used to capture the features of sentences.
These techniques can maintain the word information through
the convolution processes and implement a CNN to classify
text data.

The efficacy of Kim’s model depends on the capability
of the input representation. To enhance the capability of
the distributed representation, we developed multi-channel
distributed representation. A text message in a tweet is
a sequence of words and is referred to as a sequence
of distributed representations. In the proposed model, this
sequence is mapped to multiple sequences on time delay, and
each sequence is a channel. To evaluate the proposed model,
in our experiments, we used actual tweets, classifying them
according to their relevance for an actual social media topic.
Moreover, we compared the performance of the proposed
model [10] with that of several deep-learning based classifier
methods and Kim’s method. The results showed that the
classification performance of the deep learning models was
superior to the naive Bayes method. Moreover, a CNN model
with multi-channel distributed representation can classify
tweets better than a CNN without multi-channel distributed
representation.

The rest of the paper is organized as follows. Sections II
and III provide an overview of related work and our previous
work. Section IV provides an explanation of the proposed
model. In Section V, the experimental results are reported.
Finally, in Section VI we conclude the paper and present our
future work.
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II. RELATED WORK

This section provides an overview of the related work on
identifying tweets for topic and event extraction by means
of machine learning, sentiment identification, and text data
classification using deep learning techniques. Social media
constitute a new type of information source, which shows
very rapid growth. In particular, people obtain information
instantaneously about trending topics and events from tweets
on Twitter, which is one of the most widely used micro-
blogging services [5]. A large number of tweets include
only inconsequential information; the extraction of tweets
involving useful information is important for the use of
tweets in many different domains.

A survey and a comparative study of tweet sentiment
analysis were reported by Silva et al. [11]. In tweet sentiment
analysis based on machine learning, an emotion of a tweet
is identified by means of a classifier. Davidov et al. [12]
identified tweet polarity by using emoticons as class labels.
Their method defines the feature vector of a tweet and it by
using a k-nearest neighbor algorithm. Aramaki et al. [13]
proposed a novel method for detecting influenza epidemics
by means of tweets; their method utilizes classifiers, such as
a support vector machine (SVM) and naive Bayes, to extract
tweets that include topics about influenza. In our previous
study [7], a classifier that utilizes a Bayes technique was
used to classify tweets.

Classifiers embedding neural network techniques have
been studied for application to text data. These types of
classifiers have gained renewed attention owing to the recent
development of deep learning techniques. Kim [9] proposed
a deep-learning-based sentence classifier that uses a CNN.
Kim utilized deep learning with distributed representation
to classify sentences. Severyn et al. [14] proposed a deep-
learning-based tweet classifier that uses Kim’s model. There
are several methods for expressing the features of words in
a sentence, including one-hot vector and distributed repre-
sentation. In Kim’s model, distributed representation is used
as the word vector and a sequence of word vectors are input
to the network. Georgakopoulos et al. [15] proposed a toxic
comment classification method that uses a CNN. Rios et al.
[16] also proposed a biomedical text classification method
that uses a CNN.

Many methods exist for expressing the features of words
in a sentence through neural language models [17], [18]. In
neural language processing, the deep model learns the word
vector to decrease the dimension of the word expression. In
contrast, in [19], microblog texts were mapped to low dimen-
sional vector spaces by means of deep learning. Shuang et al.
[20] considered word order, which is important for sentence
sentiment classification, designing an encode-decode model
called convolutional neural network long-short-term memory
(CNN-LSTM). In this study, we focused on feature expres-
sion methods for words in a sentence. For incorporating time
delay information into the distributed representation of a
word, a multi-channel distributed representation is proposed.

III. TOPIC ANALYSIS SYSTEM BASED ON
DENSITY-BASED SPATIOTEMPORAL CLUSTERING

In this section, we explain our previous method, which is a
topic analysis system based on density-based spatiotemporal

clustering [7]. Fig. 1 shows an overview of the topic analysis
system. The system has three main stages: tweet classifica-
tion, spatiotemporal clustering, and visualization through a
Web application. Users set a monitoring, topic such as heavy
rain and snow. The tweet classifier classifies tweets according
to whether or not their content is related to the monitoring
topic. If the tweet classifier achieves a high performance
level, the effectiveness of the system is improved. In the
spatiotemporal clustering, areas with high densities of tweets
constituting spatiotemporal clusters are extracted by density-
based spatiotemporal clustering. Spatiotemporal clusters are
extracted in real time by processing every geo-tagged tweet
that arrives.
The process flow of the system is as follows.

1) First, the system crawls geo-tagged tweets from Twitter
using the Geo-tagged Tweet Crawler. The geo-tagged
tweets are stored in the Geo-tagged Tweet Database.

2) Next, the tweet classifier, which is based on naive
Bayes, classifies the geo-tagged tweets into relevant or
irrelevant geo-tagged tweets. The relevant geo-tagged
tweets are passed to the Spatiotemporal Clustering
stage.

3) Then, the Spatiotemporal Clustering stage utilizes
(e, 7)-density-based adaptive spatiotemporal clustering
[21] to extract spatiotemporal clusters as areas related
to the topic being monitored.

4) Finally, the Web application visualizes the tweet clus-
ters on a map.
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Fig. 1. Overview of the topic analysis system

IV. TEXT CLASSIFICATION USNG CONVOLUTIONAL
NEURAL NETWORK MODEL

Our proposed model was inspired by Kim’s model, which
is based on CNNs [22]. CNNs were originally proposed for
image classification, but can be applied to various types
of data, such as text data, time series numeric data, and
multimodal data. A CNN is a multiple-layer neural network
that consists of convolutional layers, pooling layers, and
fully connected layers as hidden layers. In a convolution
layer, a filter is slid across the data, and feature maps are
extracted through element-wise multiplication. In general, a
convolution layer has multiple filters, where one filter creates
one feature map. The role of this layer is feature extraction.
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Fig. 2. Kim’s model. There are six main structures, an input layer, embedding layer, convolution layer, pooling layer, fully-connected layer, and output

layer.

A pooling layer is a type of down sampling layer. It is
responsible for reducing the spatial size of the feature maps’
and its role is to abstract information. A fully connected
layer is the same as an affine layer in a multi-layer perceptron
neural network. This layer usually represents the middle- and
high-level features of input data.

In Kim’s model, there are six main structures, an input
layer, embedding layer, convolution layer, pooling layer,
fully-connected layer, and output layer (Fig. 2). The input
layer of Kim’s model accepts a sequence of word identi-
fications of the text data. The first layer is an embedding
layer that converts each identification in the input to a multi-
dimensional vector. In the embedding layer, the sequence
of word identifications is converted to a two-dimensional
array, where the ¢-th data in a row represents the i-th word
in the text data and the j-th column data represents the
j-th attribute of distributed representation. The third layer
conducts convolutions over the multi-dimensional vectors by
using multiple filter sizes. To maintain word information,
the horizontal filter size is the same length as that of a
word vector. The fourth layer is a max-pooling layer that
max-pools the result of the convolution-layer into a one-
feature vector. The max-pooling layer connects to the fully-
connected layer, which in turn connects to the softmax output
layer.

Distributed representation is a word embedding technique
that extracts the features of words in a multi-dimensional
feature space. In natural language processing, words are usu-
ally represented as identification numbers having no meaning
(e.g., “rain”—1 and “snow”—2). Distributed representation
attempts to map words represented by identification numbers
to d-dimensional vectors in a continuous vector space such
that similar types of words are mapped to the same space
(Fig. 3). The utilization of distributed representation allows
a model to learn the features of text referred to as a sequence
of words, because similar words are represented as similar
vectors.

Pre-trained and online-trained models are used to create
distributed representation. In pre-trained models, distributed
representation is extracted using a model trained on a large-
scale text dataset. In the study in [9], distributed representa-
tion was created by using an unsupervised neural language
model. The authors used word2vec as distributed represen-
tation extracted from a learned model trained on 100 billion
words from Google News [23]. In online-trained models,

d -dimensional space
Sunny
°

.Clear

Cloudy

° Showery
Rainy

Fig. 3. Mapping to d-dimensional space

distributed representation is extracted using embedded layers
learned by user-given training datasets, and the entire neural
network is learned by the user-given training datasets. In this
study, in the proposed model, the online-trained model was
utilized. Therefore, distributed representation was extracted
using an embedded layer learned by user-given training tweet
datasets.

V. PROPOSED MODEL

The proposed model consists of six main structures, an in-
put layer, embedding layer, convolution layer, pooling layer,
fully-connected layer, and output layer. The input layer of the
model accepts a sequence of word identifications of the text
data. The embedding layer outputs the d-dimensional vectors
of inputs represented by a sequence of identification numbers
mapped to words. A sequence of the d-dimensional vectors is
referred to as a two-dimensional array. The embedding layer
has a transformation matrix TF € RY*?, where the total
number of words is N and d is the dimension number of the
distributed representations. The i-th row of the transforma-
tion matrix corresponds to the identification number 7. ¢ f; ; in
TF shows the j-th dimensional value for the word mapping
to identification number 7. For example, let the identification
number of the word “cloudy” be 100. The word vector of
“cloudy” is T'Fio0 = (tf100,1,tf100,2, " » tf100,d)-

Fig. 4 illustrates a simple algorithm in the embedding
layer. Text data in a tweet {w; is a sequence of words tw; =<
word; 1, word; o, - - - ,word; ,, >, where m is the length of
the word vector or distributed representation; moreover, it is
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a sequence of identification numbers or a word identification
array IDS(tw;) =< ids;1,1ds; 2, -, ids;m >. In the em-
bedding layer, the word vector corresponding to each identi-
fication number is searched in T'F. The embedding layer
outputs a sequence of vectors WE(TF,IDS(tw;)) =<
TFigs; 1T Fias, 5+ TFigs;,, >. The default value of
tf; ; is set to a random value. The value of tf; ; is revised
iteratively by means of a training process.

i-th tweet: tw;

‘ It ‘ was ‘ heavy ‘ raining ‘ this ‘ morning ‘ X( ‘ <PAD> | <PAD>

!

Word-ID dictionary: IDS

Word ID
<PAD> 0
Sunny 1
- Converting the words to
Rain 2 .
the word-ID with the word
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Water 10025
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Fig. 4. Embedding layer

In the proposed model, distributed representation of words
can be extracted through an embedding layer. Distributed
representation is a high-level representation representing the
latent feature of a word in a training dataset; however,
it cannot capture sentence structure. For example, suppose
that there are two tweets: “It is snowy today” and “It will
be snowy tomorrow.” Although the contexts of the words
“snowy” convey different meaning, the word vectors of both
instances of “snowy” are the same. This causes degradation
model’s performance. To consider the context of a word,
in this paper, multi-channel distributed representation is
proposed.

In multi-channel distributed representation, each element
of the vector of a word has multiple values representing
multi-channels. Sequences of word vectors for these time
delay sequences are obtained through embedded layers. Se-
quences of word vectors are stacked; therefore, each word has
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Fig. 5. Conversion distributed representation to multi-channel

different word vectors. Although the same word is present in
various tweets, if the context of tweets is different, the word
is mapped to different multi-channeled word vectors.

Suppose that k represents the number of channels. Then,
the processing of generating multi-channel distributed repre-
sentation is as follows.

1) A sequence of identification numbers is created from
a tweet tw;. Let a sequence of identification numbers

be IDS(twl) =< idSiJ, id5i72, s ,idSLm >.

2) IDS(tw;) is converted to a sequence of
word  vectors WE(TF,IDS(tw;)) =<
TFidSiJ)TF’L-dSiTQ’ e 7TFidsi,m >.

3) For each channel, a sequence of word
vectors DWE(TF,IDS(tw;)) =<
TFias; o o TFidas; s o TFids; yyoin > 18
extracted through the embedding layers, where if

ids;; and j < 0, T'Fiys, ; is the zero-padding vector.
Moreover, if j7 > [, where [ is the length of words in
tw;, T Fygs, ; is also the zero-padding vector.

Each time delay sequence of word vectors is referred
to as a two-dimensional array. A three-dimensional
array is generated by stacking the k-extracted two-
dimensional arrays.

4)

Fig. 5 illustrates a multi-channel distributed representation.
In this example, the number of channels is 3; therefore, four
sequences of word vectors are extracted and a 7 x 4 X 3
array is created. Through this process, a word on which the
focus is placed can be located in a word vector that appears
before it and includes its distributed representation. Hence,
this word is expressed with more detailed information.

Fig. 6 shows the proposed model, the input of which is
an integer value array numbered for each word in a word
string. The dimension of the distributed representation in the
embedding layer is set to an integer value d. Next, this model
is set in a layer that converts the output into multi-channels
from a matrix of the distributed representation. This layer’s
outputs are passed to the convolution layer and max-pooling
layer. Finally, this model’s output is computed through the
fully connected layer and activation function, softmax. Each
layer is explained as follows. First, in the output conversion
layer, the output is stacked to obtain the three dimension.
In the convolution layer, the filter size has height h, width
d, and depth k. The filter’s width was taken equal to the
dimension of the distributed representation to extract the full
information of a word.
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VI. EXPERIMENTS

To evaluate the proposed model, we conducted the follow-
ing experiments.

TABLE I
EVALUATION MODELS : PRECISION, RECALL, F-MEASURE FOR
“RELEVANT” CLASS, AND ACCURACY IN THE “RAIN” DATASET

Precision  Recall F —measure Accuracy
Naive Bayes 0.706 0.744 0.721 0.675
CNN
(w/o multi-channel) 0.832 0.856 0.842 0.816
CNN
(w/ multi-channel) 0.832 0.868 0.849 0.822
CNN
(Merge-3,
w/o multi-channel) 0.820 0.876 0.845 0.816
CNN
(Merge-3, 0.815 0.873 0.841 0.811
w/ multi-channel)
LSTM 0.799 0.880 0.834 0.800
TABLE II

EVALUATION MODELS : PRECISION, RECALL, F-MEASURE FOR
“RELEVANT” CLASS, AND ACCURACY IN THE “SNOW” DATASET

Precision  Recall F —measure Accuracy

Naive Bayes 0.708 0.699 0.702 0.604
CNN

(w/o multi-channel) 0.794 0.893 0.840 0.775
CNN

(w/ multi-channel) 0.788 0.904 0.839 0.774
CNN

(Merge-3,

w/o multi-channel) 0.797 0.883 0.836 0.774
CNN

(Merge-3, 0.798 0.880 0.838 0.826

w/ multi-channel)
LSTM 0.780 0.882 0.826 0.756

A. Experimental setups

In the experiments, we compared the tweet classifiers with
deep-learning-based classifier using the two types of datasets.
Each dataset was constructed using tweets that includes the

Fully connected layer
with rectified linear unit

Convolutional layer and drop out

Max-pooling layer Output layer with softmax

R i ‘s

weather keywords, “rain” and “snow.” In this study, the tweet
classifier classifies tweets into the two classes, “relevant” and
“irrelevant.” The “relevant” class’ tweets were related to a
topic, whereas the “irrelevant” class’ tweets were not related
to a topic. The “rain” dataset included 1458 tweets belonging
to the “relevant” class and 1097 tweets belonging to the
“irrelevant” class. In addition, the “snow” dataset included
1648 tweets belonging to “relevant” class and 852 tweets
belonging to “irrelevant” class. To extract the features from
a tweet, the text in the tweet was separated into words in
the Japanese language. Then, we used the MeCab library,
which can split text at word level. The following models were
evaluated in our experiments using the datasets described
above.

« Naive Bayes

— This model was used for tweet classification in our
previous study. Naive Bayes is based on Bayes’
theorem. It is a simple classifier and was used as
the baseline in our experiments.

o CNN without multi-channel distributed representation

— This model is similar to Yoon-Kim’s model. The
height of the filter in the convolutional layer is 3.

o CNN with multi-channel distributed representation

— This model is the proposed model. This model
converts the embedding layer’s output to the multi-
channel distributed representation using time delay.
In addition, the channel number can be set to any
value.

e CNN (Merge-3) without multi-channel distributed rep-
resentation

— This model includes three simultaneous convolu-
tional layers. The height of the filter is set to 3,
4 or 5. The outputs of the convolution layers are
merged.

e CNN (Merge-3) with multi-channel distributed repre-
sentation

— This model includes three simultaneous convolu-
tional layers. In addition, this model converts the
embedding layer’s output to the multi-channel dis-
tributed representation using time delay. The height

(Advance online publication: 1 February 2019)
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Fig. 7. Evaluation of each number of cross validations (Naive Bayes),
when we use “rain” dataset
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Fig. 8. Evaluation of each number of cross validations (CNN), when we
use “rain” dataset

of the filter is set to 3, 4 or 5. The outputs of the
convolution layers are merged.
o Long short-term memory(LSTM) [24]

— LSTM is based on a recurrent neural networks
(RNNs). This model can handle times series data
for classification, prediction, and so on. In these
experiments, only the final output was passed to
the fully-connected layer.

These deep models were constructed using Keras [25], a
well-known deep learning framework. We conducted exper-
iments to confirm the performance of the proposed model.

B. Experiment 1

In this experiment, we compared the performance of our
models. The hyper parameters for each model were as
follows. The length of the input data was set to 80 words and
the dimension of the distributed representation was set to 50.
When the length of the words in a tweet was less than 80,
the empty space in the word identification array was zero-
padding. In the CNN models, the number of the filters in
convolutional layer was set to 128, and the number of units
in the fully-connected layer was set to 128. The number of
units in the output layer was set to 2. ReLU was used as
the activation function of the convolution and softmax as the
activation function of the output layer. To avoid over-fitting,
a dropout layer was inserted immediately before the output
layer and the unit drop rate was set to 0.5. Each model was
trained using cross entropy and Adadelta as the loss function
and the optimizer, respectively. The multi-channel number
for the CNN model and the CNN (Merge-3) model with the
multi-channel method was set to 3.

In the learning and evaluation phase, after the training
dataset was split to 10 equal parts, 9 parts were used as the

CNN(K=6)
1

0.9 ‘

— o —+—Precision
08 =

#-Recall
0.7 F-measure
0.6 Accuracy
5 10 20 25 50

Number of partitions

Fig. 9. Evaluation of each number of cross validations (CNN, k=6), when
we use “rain” dataset

training dataset and the remaining part as the test dataset.
Tables I and II show the comparison result of the tweet
classifiers for the “rain” dataset and the ‘“snow” dataset,
respectively. The deep learning models are more accurate
than the naive Bayes classifier. In the results for the “rain”
dataset, the CNN model and CNN (Merge-3) model show
a better performance than the LSTM model. Moreover, the
proposed model showed a good performance as compared
to the CNN model and the CNN (Merge-3) model without
multi-channel distributed representation. These results show
that the proposed model is effective. For the “snow” dataset,
the results of the models with multi-channel distributed
representation are not more accurately than that of the
CNN model and the CNN (Merge-3) model without multi-
channel distributed representation. However, according to the
precision, recall, and f-measure values of the CNN model, its
performance is improved as compared to the model without
multi-channel distributed representation.

C. Experiment 2

The objective of Experiment 2 was to confirm the changes
in the model’s performance for each number of cross vali-
dations. In this experiment, the number of cross validations
is set to 2, 10, 20, 25, and 50. Figs. 7, 8, and 9 show the
performance of each model on the “rain” dataset. Moreover,
Figs. 10, 11, and 12 show the results for the “snow” dataset.
Figs. 7 and 10 show the accuracy of the naive Bayes classifier
for each the number of cross validations. Figs. 8 and 9
show the accuracy of the CNN model and the CNN(Merge-
3) model with multi-channel distributed representation for
the “rain” dataset. Figs. 11 and 12 show the results for
the “snow” dataset. These results show that the accuracy
is improved by increasing the number of cross validations.
That is, the deep learning models are expected to improve the
performance by increasing the size of the training dataset.

D. Experiment 3

In this experiments, the CNN model and the CNN (Merge-
3) model with multi-channel distributed representation were
evaluated through a grid search for hyper parameters. We
performed a grid search of the number of filters in the
convolutional layer and the number of units in the fully-
connected layer. The combination of each parameter is shown
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Fig. 10. Evaluation of each number of cross validations (Naive Bayes),
when we use “snow” dataset
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Fig. 11. Evaluation of each number of cross validations (CNN), when we
use “snow” dataset

in Table III. Tables IV and V show the results for the “rain”
dataset of the CNN model and the CNN(Merge-3) model,
set to 3 channel and the number of cross validations to 10.
Moreover, Tables VI and VII show the results for the “snow”
dataset of the CNN model and the CNN(Merge-3) model, in
which the number of channels was set to 3. The best models
are the pattern numbers 1, 1, 3 and 4 in each result.

VII. CONCLUSION

In this paper, we proposed a new classifier based on deep
learning techniques to improve the classification performance
of a topic analysis system and presented a detailed evaluation
of our model including a comparison of its performance
with that of several methods. The main characteristic of the
proposed model is the use of the multi-channel distributed
representation technique. The proposed model is based on
the Kim’s model, which utilizes a CNN with distributed
representation, a word embedding technique in which words
are mapped to vectors in a multi-dimensional space. In Kim’s
model, text data are converted to a sequence of distributed
representations. To enhance the capability of distributed
representation, multi-channel distributed representation com-
bines multiple matrices of distributed representation, which
are constructed based on time delay. To evaluate the perfor-
mance of the proposed model, we compared it with that of
several deep neural network models. The results showed that
the classification performance of the deep learning models
was superior to that of the naive Bayes method. Moreover,
a CNN with multi-channel distributed representation can
classify tweets better than a CNN without multi-channel
distributed representation. In our future work, we plan to
enhance the representation of input data to improve the
proposed model furthers.
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Fig. 12. Evaluation of each number of cross validations (CNN, k=6), when
we use “snow” dataset

TABLE III
EVALUATIONS OF THE MODEL PARAMETERS PATTERN 9 WAYS

Pattern n filters in CNN layer  wunits in full connected layer
Pattern] 32 32
Pattern2 32 128
Pattern3 32 1024
Pattern4 128 32
PatternS 128 128
Pattern6 128 1024
Pattern7 1024 32
Pattern8 1024 128
Pattern9 1024 1024
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