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Abstract—Deep learning has demonstrated some remarkable successes. Deep learning can be characterized in several different ways, but the most important is that deep learning can learn higher-order interactions among features using a cascade of many layers. Despite its successes, it faces major challenges in computational complexity when using hyper-parameters and time-consuming processes to calculate many fully connected layers. We propose an alternate approach to facilitate deep learning with imbalanced datasets. We call our model Imbalance Deep Belief Network (IDBN). We incorporate ensemble models to enable the system to learn all the class targets (user rating) with a single deep learning base classifier model based on user comments. By this way, it can learn every rating with its fitting model. The main idea for the ensemble model is to give an alternate solution for base classifiers when selecting the best results. In the ensemble model, we use different features selection for the input layer. Using all features in the same model may increase computational complexity and consume much time. Further, some features can be assessed for significance. Insignificant features could be pruned in the classifier or be substituted with other features which are extracted from the sampling data. In the output layer, we apply voting methods to select user ratings as outputs from each base classifier to generate user rating prediction results with more extensive results. IDBN has more sustainably predicts bad and very bad user ratings in imbalanced datasets than base models.

Index Terms—Deep Learning, User Rating Prediction, Imbalance Classification.

I. INTRODUCTION

In recent years, social media data has grown enormously, making social media an increasingly important research field. Researchers have proposed many techniques for using the information in social media including data mining, social network analysis, and recommendation systems.

With the success of deep learning approaches, machine learning has received greater attention from researchers [1], [2]. Deep learning has demonstrated remarkable successes through its capacity to create detailed (deep) models of complex multivariate in structured data. Deep learning can be characterized in several different ways, but the most important is that it is able to learn higher-order interactions among features using a cascade of many layers [3], [4], [5]. Despite successful breakthroughs in deep learning, it faces the great challenges in computational complexity with hyper-parameters and time-consuming processes when calculating many fully connected layers [6].

Many methods to address these challenges have been proposed, including Graphical Processing Unit (GPU) and hybrid methods. Although these methods have improved the speed of execution, complex computation faces a great challenge when incremental learning is necessary. Dropout is one alternative that speeds computation and reduces complexity by pruning nodes in the hidden layers. Although dropout can reduce the complexity of computation, dropout has problems handling imbalanced datasets. When deep learning trains the model of the dataset which consists largely of good impressions (for example user ratings with values 4 and 5), nodes with a bad impression (ratings 1 and 2) would likely result in very small values. When dropout detects these nodes with the lower impression than its threshold, they will be pruned. The model would likely fit and obtain good prediction results for ratings, yet handling of bad impressions is poorly executed.

Many authors have proposed classification processes for imbalanced datasets. The basic classifier methods such as Support Vector Machine (SVM) [7], [8], [9], [10] and Multi-Layer Perceptron (MLP) [11], [12] address classification problems. These algorithms are well known. Deep learning is a methodology applied to neural networks across many fields. Convolution Neural Networks [1], [2], Deep Belief Networks [3], [4], [5] and many other structures have been proposed to enhance the deep structure network ability. Since deep learning gains more attention in machine learning research fields for processing imbalanced dataset classification problems [8], we implement a Deep Belief Network (DBN) as the comparison method. We propose an alternative approach for learning of deep learning models in imbalanced datasets. We incorporate ensemble models for learning each class target (user rating) with one deep learning base classifier model based on user comments. By this way, we learn every rating with its fitting model.

Ensemble models offer a different way to learn where the main idea is to combine a set of models (base classifiers) to obtain more accurate and reliable results than a single model can obtain [13]. As explained in [14], weighted combinations of feature sets can be quite effective in classification problems. The main idea for the ensemble model is to give an alternate solution for base classifiers for selecting the best results.

In the ensemble model, we use different features selection for the input layer. Using all features in the same model can create computational complexity and make the running process time-consuming. Further, the significance of features can be assessed. The Less significant feature can be pruned by the classifier or substituted by other features extracted from the sampling data. This classification is based on two dimensions: how predictions are combined (rule-based and Meta-learning) and how the learning process is performed (parallel or sequential). In the rule-based approach, predictions are combined using a rule to average the performance.
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Meta-learning techniques use predictions from component classifiers as features for a Meta-learning model. In the output layer, we apply voting methods to select the user rating as the output from each base classifier to generate user rating prediction results with more extensive results.

In this paper, we propose a combination of deep learning methods and ensemble models with imbalanced datasets. We treat each class of user rating as a base classifier, where several rating classifiers trained with different features are combined. In order to study the complements of our proposed method, three datasets are used in the experiments: a YELP dataset, an Amazon dataset, and a Trip-advisor dataset. In the experiments section, we also compare IDBN with the traditional classification algorithm LibSVM, basic neural network algorithm MLP, and basic deep learning algorithm DBN.

The main contributions of this paper are as follows. (1) The system combines deep learning and ensemble model to predict rating based on user comments from imbalance dataset. The method classifies learning model into the majority and minority classes. The classifier training avoids hidden layer tolerant to majority class which can suffer the minority class getting high accuracy value. (2) We propose an Imbalance Deep Belief Network (IDBN) to handle imbalance dataset to avoid modification of dataset. Some approaches using manipulation of minority class exist the bias of the results, and also faces over-fitting problems. Using IDBN, we do not manipulate the dataset. (3) The user rating is directly from user comments to incorporate text to vector algorithm and sentiment classification. The system learns the impression from the user’s comments automatically and classifies it into good or bad impression vector using sentiment classification. By this way, the system automatically removes misclassified good rating from bad impression comments and vice versa.

The remainder of this paper is organized as follows. Section II is the related work. Section III is the deep learning algorithm that predicts user ratings in an imbalanced dataset. Section IV is the discussion of the results of the experiments and the performance of the deep learning training model. Finally, we give conclusions and ideas for future work in Section V.

II. RELATED WORK

A. Classification in Imbalance Dataset

In machine learning research area, imbalanced datasets are a common problem. Imbalanced means that data points which represent different classes occur in different numbers [15]. In many types of research, if a minority class must be identified as the class which has the highest interest from a learning model, this will imply a great cost when it is not well classified [16]. To determine whether the dataset is imbalanced is not easy, because no specific threshold value is defined. Moreover, setting the threshold is also a challenge. Many authors have explored these issues [17], [18], [19]. They find that imbalanced datasets occur when a minority class is misclassified. Classification methods for imbalanced data can be categorized into three major groups:

1) Data Sampling: In this method, the dataset is modified in some manner to produce a loose order to make a balanced class distribution which allows classifiers to perform similar training models for each class label in the classification process. [20], [21], [22], [23] proposed this type of methodology to solve classification in imbalanced datasets.

2) Algorithmic Modification: In this method, the researchers modify their algorithm to adapt their base learning methods to be more attuned to the imbalanced class. This approach gives attention to minority classes in the training steps of the algorithm [24]. In machine learning research, this methodology has received more attention. When data sampling, we may miss important information in the data left behind. Conversely, modifying our dataset with sampling, boosting, or simulating may change the important information that we could collect from the data.

3) Cost-sensitive learning: The method is a combination of data sampling and algorithmic modification. This methodology incorporates solutions in the data level and algorithmic level to solve classifications problem in imbalanced datasets [25], [26].

In this paper, we proposed to predict user rating from imbalance dataset of user comments through algorithmic modification level. We incorporate deep learning and ensemble methods to let every class label (user rating) be trained specifically for each class. Then, we combine every base classifier to predict its user rating through the Bayesian optimal classifier.

B. Sentiment Classification

Sentiment Analysis is artificial intelligence research fields that focuses on user’s opinions, behavior, and emotions through text mining [27]. Many fields of research have used sentiment analysis, including stock markets [28], [29], news articles [30], politic and public actions [31]. According to [32], sentiment analysis is a classification process. To perform this analysis, emotions from the text are treated as the factor under consideration. The emotions of the user can be obtained from the user’s comments. Users’ comments usually have an impression that is reflected in the user rating. In other words, user comments will have a good impression when they give a good rating score. Emotions can be measured using several factors such as subjective ratings and objective measurements [33]. Subjective ratings of emotions are typically collected through questionnaires. These generally consist of standardized labels or pictograms to represent emotions. In [34], emotions are used in subjective ratings using Self-Assessment Manikin (SAM) methods. SAM enables the participant to state their emotion which denoted using PAD (Pleasure, Arousal, and Dominance). Pleasure indicates how pleasant emotion is, arousal indicates how intense the emotion is, while dominance indicates how dominating it is. Objective measurements apply physiological sensors to assess the emotions of the participant.

Figure 1 shows a diagram cluster of emotions. Each quadrant contains several types of emotional factors. The emotions are divided into four groups. “Very Active,” “Very Positive,” “Very Passive,” and “Very Negative” [35]. Each quadrant contains several types of emotional factors. To simplify the emotional factors of user ratings, we only
classify the emotional factors into eight emotion points using two from each quadrant as our emotion categories. These emotions factors are “Surprise,” “Joy,” “Anticipation,” “Acceptance,” ”Sadness,” ”Disgust,” “Anger,” and “Fear.” For our input vector, the sentiment is classified into two classes only, positive and negative impressions.

C. Deep Belief Network

Deep belief network (DBN) is a generative graphics model, which consists of multiple layers of hidden units, with connections between layers wherein each layer unit does not have any connections. DBN can construct its input from the original input node to choose the significant features to be used as the input layer in the training phase. These capabilities are based on the probabilistic reconstruction of their input, as the layers act as features detectors [36]. DBN may also be used to perform classification problems from its training model [4].

DBN consists of standard RBM units which have visible layer $v_i$, hidden layer $h_j$ and a matrix of weights, $W = [w_{ij}]_{m \times n}$, where $W$ is the connection $v_i$ between $h_j$. RBM bias is represented by $a_i$ for the visible layer and $b_j$ for the hidden layer. The energy function for a configuration $(v, h)$ is defined as equation (1).

$$E(v, h) = -\sum_{i,j} v_i w_{ij} h_j - \sum_{i} a_i v_i - \sum_{j} b_j h_j$$

This energy function is a type of probability distribution over the input vector which is defined as $P(v)$ as shown in equation (2).

$$P(v) = \frac{1}{Z} \sum_{h} e^{-E(v, h)}$$

In equation (2), the variable $Z$ is a partition value over all possible configurations. The visible units of RBM can be multinominal, although the hidden units are Bernoulli. In this case, the logistic function for input units is replaced by the softmax function. Equation (3) shows the function.

$$P(v^k_i = 1 | h) = \frac{\exp(a^k_i \sum_j W^k_{ij} h_j)}{\sum_{v_i=0}^{K} \exp(a^k_i + \sum_j W^k_{ij} h_j)}$$

where $K$ is a constant value, $\forall k \in K$.

D. Ensemble Model

The main idea for the ensemble model is to give an alternate solution for base classifiers to select the best results. In the ensemble model, we could use different features selection for the input layer. Using all features in the same model can generate computational complexity, lengthening processing time. Further, the significance of some features may be assessed. Less significant features can be pruned in the classifier or could be substituted by other features extracted from the sampling data.

Figure 2 shows the ensemble process for each different feature. The base models (b) and (c) have different features which are combined with the input node. The training process will take place in each classifier. This classification is based on two dimensions: how predictions are combined (rule-based and meta-learning) and how the learning process is done (parallel or sequential) [13]. In the rule-based approach, predictions will be combined using the rule to average the performance. Figure 2 (a) combines the base models (b) and (c) to generate user rating prediction results.

III. PROPOSE METHODOLOGY

In this section, we present an ensemble model incorporating deep learning in an imbalanced dataset environment to predict user ratings. Figure 3 shows the proposed system architecture.

The system begins by collecting user comments from the product reviews. Incorporating Sentiment Analysis, we construct our input vector. The system opinion lexicon is a feature vector which we extract from the user comments database. The system constructs the feature vector $V_e = [V_{e(u, b, k, l)}]_{k \times l}$ as 50 dimensions of opinion lexicon based on the polarity of the words. Where $u$ is set of users, $v$ is set of business, $k$ is total user review, and $l$ is a total business review. The feature vector consists of 25 dimensions of good impression and 25 dimensions of the bad impression, as shown in Figure 4.
Ensemble models are used to learn each rating with a deep learning training model. Figure 5 shows the baseline deep learning model for learning user ratings. For each baseline, the training models training phase has two main parts. The first phase constructs the input layer with the features extraction model. We use a Restricted Boltzmann Machine (RBM) to learn the significant features from the input nodes. This phase consists of two steps:

1) Each vector \( v \) from the set of vectors \( V \) it will be used as input \( v_i \) for the RBM learning process. Hidden units \( h_j \) can be derived from

\[
p(h_j = 1|v) = \sigma(\sum_i w_{ij}v_i + b_j)
\]

Where \( \sigma(.) \) represents the sigmoid function and \( b_j \) is the bias of the hidden layer.

2) Reconstruct each visible vector as \( v \) with the following equation which is similar to equation (4)

\[
p(v'|h) = \sigma(\sum_j w_{ij}h_j + a_i)
\]

Where \( \sigma(.) \) represents the sigmoid function and \( a_i \) is the bias for the reconstructed new vector layer. \( a_i \) is the bias that occurs when the input layer is reconstructed into a new input vector layer from RBM learning.

The second phase is to learn the user rating from the feature map \( X \). We use a back-propagation neural network to calculate the output layer \( Y \). Equation (6) shows the computation of the weighted sum \( net_h \). Theta (\( \theta_h \)) is the bias for each hidden node and \( W_{ih} \) represents the weight of the connection between input node \( X_i \) and hidden node \( h \).

\[
net_h = \sum_i W_{ih}.X_i - \theta_h
\]

\[
H_h = f(net_h) = \frac{1}{1 + e^{-net_h}}
\]

Equation (7) is the computation of the neural network between the input layer \( (X) \) and the hidden layer \( (H) \) where each input node is represented as \( X_i \) and the node in the hidden layer is represented as \( h \). A sigmoid function \( f(net_h) \) is used to transfer data for each node in the hidden layer. Equation (8) shows the computation of the weighted sum \( (net_j) \), for each node in each output layer. Theta (\( \theta_j \)) is the bias for each node, and \( W_{hj} \) is the weight for each node from the hidden layer to the output layer.

\[
net_j = \sum_i W_{hj}.H_i - \theta_j
\]

\[
Y_j = f(net_h) = \frac{1}{1 + e^{-net_j}}
\]

The output value \( Y_j \) between the hidden layer \( (H) \) and the output layer \( (Y) \) is calculated using equation (9). The sigmoid function \( f(net_h) \) is used to transfer the data from output node \( Y_j \). This baseline model is a binary classification with two outputs: 1 if the system predicts its user rating is the same as the classifiers rating, or 0 for the opposite rating. After the baseline classifier calculates all the possible user ratings from its input vector, the system uses an ensemble model with a vote (Bayes optimal classifier) to determine the user rating as the system output value.

**IV. Experiments**

In this section, our research experiments are explained and illustrated. For the deep learning model, the system uses 70 percent of the data for training and 30 percent for testing. In the experiments, three datasets from YELP, Amazon, and Trip-advisor are used to test the system. For the deep learning hyper-parameter setting, we use a grid search to find the best combination. We use five hidden layers. Every hidden layer node is 50, 40, 30, 20, and 10. We also use a dropout rate of 0.4. The activation function is ReLu. Regularization L2 also implemented in the system. The regularization has a learning rate of 0.0001 and a weight decay of 0.000001.
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TABLE I
COMPARISON OF MSE LOSS AND ACCURACY TRAINING MODELS ON YELP DATASET

<table>
<thead>
<tr>
<th>Methods</th>
<th>MSE Loss</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>LibSVM</td>
<td>0.1489</td>
<td>0.6277</td>
</tr>
<tr>
<td>MLP</td>
<td>0.0924</td>
<td>0.6232</td>
</tr>
<tr>
<td>DBN</td>
<td>0.0937</td>
<td>0.6236</td>
</tr>
<tr>
<td>IDBN</td>
<td>0.0918</td>
<td>0.6339</td>
</tr>
</tbody>
</table>

A. Experiments of YELP Dataset

To simplify our dataset, we use the YELP datasets restaurant category. The dataset consists of 94,412 user comments giving restaurant ratings. Figure 6 shows the distribution of YELP user rating dataset.

Figure 6 shows that the user rating is skewed to good and very good (rating 4 and rating 5). Rating 5 has 41,500 votes, 4 has 48,926 votes, while 3 has a mere 949 votes. The bad and very bad ratings have few votes. Rating 2 has 2,561 votes and 1 just 476 votes.

Figure 7 shows the system training model. The training model converges after 48 iterations, with its best MSE loss value of 0.0918. The systems best accuracy value is 0.6236.

We also compare IDBN model with other baseline methods such as LibSVM, Multi-Layer Perceptron (MLP), and traditional DBN. Table I shows comparison results between the methods. Table I shows that our proposed method outperforms other baseline methods. The testing accuracy of the model and that of DBN is similar by MSE loss. Our MSE loss has the best training value with 0.0918, but this value is better than DBNs MSE loss value by only 1%. Our proposed method has a better accuracy value than the DBN. Our proposed method also outperforms the other two baseline methods with a small margin. Because the training phase uses a random value, this model likely fits only the good and very good ratings. This is because of the proportion of bad and very bad ratings is much smaller than that of the good and very good ratings.

Table II shows the testing accuracy results for the good and bad rating products. For the DBN, because of the imbalanced dataset it looks good when we use all the data because of the proportion of good and very good ratings is higher than the proportion of bad and very bad ratings. When we test with the bad ratings only, the accuracy is significantly lower because the DBN model does not fit this training model. Our system has greater sustainability for this kind of challenge, because of the deep learning ensemble model is trained to be fitted with imbalance data. The accuracy differences between DBN and our proposed model exceeds 10%, a significant improvement in predicting bad ratings from an imbalanced dataset.

B. Experiments of Amazon Dataset

The Amazon Dataset consists of 55,637 user comments for products in the camera category from 7,673 users. Figure 8 shows that the user comment distribution in the Amazon dataset is more balanced than that of the YELP dataset. Most users give very good ratings (rating 5, 29,493 votes). Rating 3, neutral has 14,099 votes, while Good (rating 4) has 3,561 votes. Rating bad (rating 2) has 5,191 votes and very bad (rating 1) has 3,293 votes.

Figure 9 shows the system training results. The model converges after 25 iterations. Its best MSE Loss value is 0.0736 and its best accuracy value is 0.7455. In the training phase, the deep learning model does not have the over-fitting problem as long as the validation loss value is lower than the training loss value. The value loss of the training model is always higher than the validation model because we apply the regularization L2 to the parameter setting. The L2 applies a loss penalty and ensures that the loss value is higher than the validation loss value.

Table III shows the comparison results between methods on Amazon dataset. Table III shows that the DBN has the best MSE Loss for training and the highest accuracy for the training dataset. This result is the opposite of our result for the YELP dataset. Although DBN has the best
TABLE III
COMPARISON OF MSE LOSS AND ACCURACY TRAINING MODELS ON AMAZON DATASET

<table>
<thead>
<tr>
<th>Methods</th>
<th>MSE Loss</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>LibSVM</td>
<td>0.1774</td>
<td>0.5563</td>
</tr>
<tr>
<td>MLP</td>
<td>0.1208</td>
<td>0.5383</td>
</tr>
<tr>
<td>DBN</td>
<td>0.0710</td>
<td>0.7585</td>
</tr>
<tr>
<td>IDBN</td>
<td>0.0736</td>
<td>0.7455</td>
</tr>
</tbody>
</table>

MSE Loss and Accuracy value, IDBN is nearly as good as DBN. The differences do not exceed 1% in MSE loss and accuracy value, which is not significant. IDBN outperforms the LibSVM and MLP methods in MSE Loss and accuracy values. The LibSVMs MSE Loss value is 0.1774, and its best accuracy value is 0.5563. MLPs MSE Loss value is 0.1208, which is better than the LibSVM Loss value. MLPs accuracy value is 0.5383, lower than the LibSVM accuracy value. DBN exhibits the best MSE loss value, 0.0710, better than IDBN. Its MSE Loss value of 0.0736, and DBN accuracy value of 0.7585 are better than IDBN accuracy value of 0.7455.

In Table IV, we compare our method with the traditional DBN in predicting user ratings in the good and very good rating and bad and very bad rating. Table III shows that DBN obtains better results in the training phase but when we test the accuracy for the good and bad rating separately, the model returns lower accuracy results, especially when the testing data is for the bad rating. It makes sense because DBN data is trained to fit good rating data better. When the testing data is bad rating data, the model has lower accuracy. Our proposed method returns an accuracy value of 0.6653 for bad rating data, and 20% higher accuracy than DBN. Those values show our model sustainability is better than that of the DBN model.

C. Experiments of Trip-Advisor Dataset

Trip-advisor Dataset consists of 212,983 user comments for hotel businesses around the world from 12,773 users. Figure 10 shows that the user comment distributions in the Trip-advisor dataset is more balanced than that of the YELP dataset, shown in Figure 6. The Trip-advisor dataset has a distribution of user ratings similar to that of the Amazon Dataset. From Figure 10, we find that Rating 5, very good, has 85,193 votes, rating 3, the neutral impression, has 69,669 votes, and the good rating (rating 4) has 12,118 votes. The rating bad (rating 2) has 29,975 votes and very bad (rating 1) has 16,028 votes.

Figure 11 shows the system training results for the Trip-advisor dataset. The model converges after 75 iterations. Its best MSE Loss value is 0.2052 and its best accuracy value is 0.4910. In the training phase, the deep learning model does not have an over-fitting problem as long as the validation loss value is lower than the training loss value. The value loss of the training model is always higher than the validation loss value. This is possible because we apply the regularization L2 in the parameter setting. L2 applies a loss penalty and ensures that the loss value will be higher than the validation loss value.

Table V shows results for different methods using the Trip-advisor dataset. Table V shows that DBN has the best MSE Loss for training and the highest accuracy for the training dataset, the opposite of our results with the Yelp dataset. Though DBN has the best MSE Loss value and
LibSVM has the best accuracy value, our proposed methods are nearly as good as the DBN results. The difference in MSE loss and the accuracy value is less than 1%. Our proposed method outperforms MLP methods in MSE Loss and accuracy values. LibSVMs MSE Loss value is 0.1998 and its best accuracy value is 0.5002. MLPs MSE Loss value is 0.1230, better than LibSVMs Loss value. MLPs accuracy value is 0.4838, lower than LibSVMs value. DBN has the best MSE loss value at 0.1216, which is better than our proposed methods MSE Loss value of 0.2052. DBN has an accuracy value of 0.4923 better than our proposed methods value of 0.4910.

In Table VI, we compared our proposed method to traditional DBN for predicting the user ratings good, very good, bad, and very bad. Table V shows that DBN has better results in the training phase, but when we test the accuracy in for the good and bad rating separately, the model returns lower accuracy results, especially when testing bad rating data. The DBN data is trained to better fit good rating data. Thus, when testing bad rating data, the model has lower accuracy. Our proposed method returns an accuracy value of 0.4695 for bad rating testing data and has an accuracy value of 10% higher than DBN for bad rating data. Our model’s sustainability is better than that of the DBN model.

## D. Discussion

In Neural network, the training process is like a black box. We could not fully understand the process inside. But we know for sure if the single model is trained for many classes, nodes which are inside the model will tolerate each other to be fitted with all the classes.

In imbalance dataset, nodes which are inside the model will be fitted more into the majority class. Table II shows this case in YELP dataset, Table IV in Amazon dataset and Table VI in Trip Advisor dataset. We can find in Table II, the accuracy of the majority class “Good” and “Very Good” rating for the traditional DBN which gets almost the same accuracy with our proposed method. However, when we test with “Bad” and “Very Bad” rating which are minority class, the traditional DBN suffer from getting high accuracy. In contrast, our proposed method does not suffer from this problem as we train our model fit with the minority class.

Table IV and Table VI also show similar results with Table II. We compare with others dataset to test our model. We implemented the ensemble model in this case to let our model to learning specific class. Ensemble model could let the model train independently and separate the train process into majority and minority class.

## V. Conclusion

We propose a deep learning system incorporating ensemble methods to predict user ratings from user comments in product reviews. From the experiments, our method outperforms other baseline methods. When we use imbalanced datasets, our proposed methods have greater sustainability in accuracy metrics than traditional baseline deep learning methods. In the present work, we consider only Bayes optimal classifiers as our votes for determining user ratings.

In the future, other parameters such as social influences and emotional factors that affect user ratings and user comments can be taken into consideration to enhance the accuracy of the system. We also aim to improve the system by using a data sampling method to reproduce the data in order to get more balance class and test the novelty with cost-sensitive learning algorithm.
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