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Abstract—Linkage pattern mining is a data mining technique employed to extract a linkage pattern, that is, a set of frequent patterns appearing repeatedly across multiple sequential data. In this technique, when frequent patterns appear in the same time zone for multiple sequential data, they are extracted as a linkage pattern even if these patterns are neither correlated nor similar. Thus, this mining method is expected to become a promising approach for predicting the risks associated with disease and analysis of voice data. However, the existing linkage pattern mining method cannot extract the linkage pattern in which no overlap on the time axes is identified in its frequent patterns even if those frequent patterns obviously show a continuous appearance. In addition, there is another serious problem in the existing method; namely, in any two linkage patterns composed of the same frequent patterns, even if the order of frequent patterns for each other is different, these linkage patterns are mistakenly regarded as an identical linkage pattern. To solve these problems, we propose a new linkage pattern mining method that considers the interval and appearance order of the frequent patterns. Using artificial datasets, we further performed experiments to compare the extraction accuracies of the proposed and previous methods. The result shows that compared with the previous method, the proposed method allows the detection of linkage patterns correctly and comprehensively.

Index Terms—sequential pattern mining, linkage pattern mining, appearance interval, appearance order

I. INTRODUCTION

Sequential pattern mining is a promising and effective data mining technique for obtaining useful information or knowledge from sequential data [1]. Hence, it has been applied to various fields such as prediction of disease from vital data and analysis of voice data [2]–[8]. However, the existing studies that aim at extracting similar or correlative patterns among multiple sequential data [9] mainly focus on sequential data derived from an identical domain. In recent years, large-scale sequential data have yielded in various domains [10], [11]. Thus, in the future, the discovering of useful information across big data in different domains will become an important technical task.

In our previous study, we proposed a linkage pattern mining method that targets multiple sequential data that have been derived from different domains [12]–[14]. Fig. 1 illustrates the outline of the previous method which extracts a set of frequent patterns that occur repeatedly across multiple sequential data in the same time zone. This set of frequent patterns is called a linkage pattern; it can be used to extract a meaningful set of patterns even if no similarity or correlation exists among frequent patterns in each sequential data. Nevertheless, there still exists a critical problem in this method; it is impossible to extract linkage pattern that is composed of the frequent patterns of which do not overlap in the same time zone but shows obviously a continuous appearance (hereafter referred to as a linked tendency). In addition, since this method extracts the linkage pattern based on the temporal overlap among frequent patterns, the appearance time for each frequent pattern is not considered. This causes a serious problem; the linkage patterns that comprise the same frequent patterns appearing in different orders are considered as identical linkage patterns.

To solve these problems, we propose a new linkage pattern mining technique based on the interval and order of frequent pattern appearance. Furthermore, the proposed method is used in extracting linkage patterns appearing not only across multiple sequential data but also in a single sequential data. To evaluate the extraction accuracy of the proposed method by comparing it with that of the previous method [14], we performed experiments using artificial sequential datasets.

The rest of this paper is organized as follows: The procedure and problems of the previous method are explained...
in Section II. Section III explains the procedure of the proposed method. The details of the evaluation of the experimental performance using artificial sequential datasets are presented in Section IV. Furthermore, Section V presents the experimental results and discussions. Finally, an overall summary is presented in Section VI.

II. PREVIOUS METHOD

In this section, we present the procedure and problems of the previous method. The previous method employed an interval graph model to extract the linkage pattern, which represented an overlap of intervals of events that appeared in sequential data. In an interval graph, each interval is represented as a node and an edge between nodes represents an overlap between any two intervals [15]–[17]. In the previous method, each frequent pattern was represented as a node and temporal overlap between the frequent patterns in different sequential data was represented as an edge. If the number of the appearance of the interval graph is equal to or larger than a specified threshold, the previous method extracts a set of frequent patterns within the interval graph as a linkage pattern. However, two problems were identified in the previous method and they are as follows: In the first problem, if frequent patterns do not overlap the time axes as shown in Fig. 2(a), those patterns cannot be extracted as a linkage pattern despite showing linked tendencies. In the second problem, the previous method did not consider the appearance order of frequent patterns. For example, in Fig. 2(b), owing to the difference in their appearance orders, the two sets, including the frequent pattern X, Y, and Z, should be regarded as the different set; hence, no linkage pattern is extracted in this case. However, owing to the aforementioned reasons, it was observed that the pseudo linkage patterns were extracted.

III. PROPOSED METHOD

In this study, we resolve the problems of the previous method by extracting the linkage pattern based on the appearance interval and appearance order of the frequent patterns. Fig. 3 shows the outline of the proposed method; it comprises the following five steps: 1) preprocessing (see Fig. 3a), 2) frequent pattern extraction and labeling (see Fig. 3b), 3) calculation of pattern width (see Fig. 3c), 4) merge of frequent patterns based on pattern width (see Fig. 3d), and 5) output of linkage pattern (see Fig. 3e). Step 3 (Fig. 3c), Step 4 (Fig. 3d), and Step 5 (Fig. 3e) are the newly added steps in this study. We describe the details of the aforementioned steps in Section A through Section E.

A. Preprocessing

In the proposed method, input data are comprised of multiple sequential data. First, each sequential data is normalized from 0 to 1. Next, this range is equally divided into d grades and each normalized data is assigned to any one of the grades.

B. Frequent pattern extraction and labeling

In this procedure, frequent patterns are first extracted from each sequential data using Mannila’s algorithm [18], which uses two parameters, w and θp. w is the window width of the subsequence used in searching for frequent patterns from sequential data; θp is the minimum number of occurrences of the frequent patterns to be extracted.

Next, an identical label is given to the same frequent pattern despite showing linked tendencies. First, two frequent patterns that appear first and second on the time axes are specified in all the sequential data. The set of frequent patterns that has the same label as the first pattern is named a reference set. The frequent pattern that appears at the i-th position (i = 1, 2, ..., n) in the reference set is denoted as Ri. The set of frequent patterns that has the same label with the second pattern is named a target set. The frequent pattern that appears at the j-th position (j = 1, 2, ..., m) in the target set is denoted as Tj. In the pattern width, pwij is defined as the difference between the start time of Ri and the end time of Tj. This value is calculated for all the combinations of Ri and Tj. In Fig. 3(b), the sets of frequent patterns labeled X and Y are regarded as the reference set and target set, respectively.

C. Calculation of pattern width

In this section, we describe the calculation of the pattern width, which is an index used in judging whether any two frequent patterns demonstrate a linked tendency. First, two frequent patterns that appear first and second on the time axes are specified in all the sequential data. The set of frequent patterns that has the same label as the first pattern is named a reference set. The frequent pattern that appears at the i-th position (i = 1, 2, ..., n) in the reference set is denoted as Ri. The set of frequent patterns that has the same label with the second pattern is named a target set. The frequent pattern that appears at the j-th position (j = 1, 2, ..., m) in the target set is denoted as Tj. In the pattern width, pwij is defined as the difference between the start time of Ri and the end time of Tj. This value is calculated for all the combinations of Ri and Tj. In Fig. 3(b), the sets of frequent patterns labeled X and Y are regarded as the reference set and target set, respectively.

D. Merge of frequent patterns based on pattern width

Here, we describe the method for merging frequent patterns to show linked tendency based on the pattern width. First, we calculate the median and the interquartile range (IQR) of a set of the pattern widths. The IQR formula is represented by the difference of the first quartile Q1 from the third quartile Q3 given as follows:

\[ \text{IQR} = (Q3 - Q1). \]

Next, we identify a set of an ordered pair (Ri, Tj) that expresses a combination of Ri and Tj, the pattern width of which is within the range of the median ± IQR/p. Here p is a
The parameter used to adjust the error of the pattern width. If the size of the aforementioned set is equal to or greater than $\theta_L$, $R_i$ and $T_j$ that satisfy this condition are merged and regarded as one frequent pattern.

E. The output of linkage pattern

The processes in Sections C and D are repeated for all frequent patterns until no frequent pattern is merged, and the remaining frequent patterns are output as linkage patterns. Furthermore, as revealed in Fig. 3, the pattern Z satisfies the condition for merging as discussed in Section D. Thus, a set of patterns X, Y, and Z is extracted as a linkage pattern. Fig. 4 shows the pseudo code for the algorithms described in Section C through Section E.

IV. EXPERIMENTS

We applied the previous and proposed methods to artificial datasets and evaluated their extraction accuracies of linkage patterns using visual inspection and evaluation indexes.

A. Artificial datasets

We used seven artificial datasets (Dataset 1–Dataset 7) as shown in Fig. 5. Each dataset was created by embedding artificial linkage patterns into random sequential data generated from uniform random numbers. Dataset 1–Dataset 6 include a linkage pattern surrounded by the solid frame and Dataset 7 includes three linkage patterns surrounded by the solid, dashed, and dashed dotted frames. In addition, Datasets 2, 5, 6, and 7 include frequent patterns that do not belong to any linkage pattern, which are surrounded by the dotted frame.

B. Parameter settings

In the previous and proposed methods, the parameters $d$, $w$, and $\theta_r$ were set to 50, 5, and 3, respectively, and $\theta_p$ was set to 3, 4, or 5. In the previous work, these values showed the best results of the extraction accuracies for each artificial dataset [14]. However, the proposed method additionally requires a new parameter $p$ for adjusting the error of pattern width. The parameter $p$ was set to 5, 10, 15, 20, 25, 30, 35, 40, 45, and 50.
C. Extraction accuracy of the linkage patterns

In this study, precision and recall were used as the evaluation indexes. These indexes were calculated as follows:

\[
\text{Precision} = \frac{\text{CDP}}{\text{DDP}}, \\
\text{Recall} = \frac{\text{CDP}}{\text{EDP}}.
\]

Here, CDP is the number of data points in the correct detected areas of the embedded linkage patterns, whereas DDP is the number of data points in the areas of the embedded linkage patterns detected by the previous and proposed methods. EDP is the number of data points in the embedded linkage patterns.

V. RESULTS AND DISCUSSION

A. Visualization result

Fig. 6 shows the visualization results of the linkage patterns extracted from their respective artificial datasets, showing the best results of the previous and proposed methods. The colored parts show the extracted linkage patterns and their colors correspond to those of the frames shown in Fig. 5. In the previous method, the embedded linkage patterns were not extracted from Dataset 1 and Dataset 2; therefore, the results were not shown in Fig. 6. From these results, the previous method only extracts the linkage pattern in which the appearances of the frequent patterns overlap on the time axes. However, the proposed method can adequately extract the linkage patterns in which the frequent pattern shows linked tendency regardless of whether these overlap on the time axes. In Datasets 6 and 7, we can see that the previous method regards the set of the frequent patterns that appear in different orders as the linkage pattern. In contrast, the proposed method can extract only the linkage patterns whose frequent patterns appear in the same order, this is mainly because the proposed method searches for linkage patterns by checking the appearance order of their frequent patterns. Based on the results of Datasets 1, 3, 5, and 7, we observe that the proposed method can extract the linkage patterns that appear in a single sequential data. This is achieved because the proposed

Fig. 5. Artificial datasets
method searches linkage patterns by checking pattern widths of frequent patterns in each sequential data and among different sequential data.

**B. Extraction accuracy**

Fig. 7 shows comparison results of the extraction accuracies between the previous and proposed methods; thus,
revealing the best results in the previous and proposed methods. As stated in the previous section, no linkage patterns were found in Dataset 1 and Dataset 2; therefore, these scores were not displayed in Fig. 7. From the results, it is revealed that the proposed method demonstrates perfect scores in all the artificial datasets. In contrast, the scores of the previous method are lower than those of the proposed method and change considerably depending on the datasets. As revealed from these results, compared with the previous method, the proposed method assists in detecting linkage patterns correctly and comprehensively.

C. Impact of the parameter p

Because the parameter $p$ is used to determine whether any two frequent patterns show a linked tendency, it is considered to have a big impact on extraction accuracy. Hence, we investigated the impact of parameter $p$ on extraction accuracy. Fig. 8 shows the precision and recall of different $p$. From these figures, we can see that precision tends to decrease in extremely small $p$, whereas the recall tends to decrease in extremely large $p$. When $p$ is small, the pattern width becomes wider. This means that irrelevant frequent patterns may be mistakenly merged because it causes a decrease in the precision score. When $p$ is large, the pattern width becomes narrower, implying that the relevant frequent patterns may not be merged; hence it causes a decrease in the recall score. Overall, we found that it is reasonable to set the parameter $p$ to approximately 20.

D. Comprehensive evaluations of the proposed method

So far, many pattern mining algorithms for multiple sequential data have been proposed [19-26]. These algorithms focused on single kind of sequential data, i.e., sequential data derived from an identical domain. On the other hand, there are several studies targeting different domains [27, 28]. These algorithms aimed at extracting unique sequence patterns in each domain.

In the above studies, extended sequential pattern algorithm [21] has been proposed and its usefulness has been shown. However, these methods only extract frequent patterns that repeatedly appear in each sequential data and do not provide a function to automatically detect their relevance or rules.

Conversely, our method can extract not only frequent patterns from each sequential data of different domains but also linkage patterns that are sets of frequent patterns related to each other across multiple sequential data. In recent years, different types of big data have been produced from various fields. A technique for extracting relationships across such different domains will become a promising tool to obtain useful cross-domain information. Our method can be used to detect the relationships and rules between different types of sequential data, e.g., different physiological data such as electrocardiograms and electroencephalograms; hence it will provide informative findings for disease diagnosis or emotion recognition.

The advantages of the proposed method are as follows:

- It is possible to detect relations between different domains.
- It is possible to extract linkage patterns consisting of the frequent patterns that have no overlap on the time axes across multiple sequential data.
- It is possible to extract linkage patterns considering the order of frequent patterns.

The limitations of the proposed method are as follows:

- It requires much computational time because of the combinatorial search in the frequent pattern mining based on Mannila’s algorithm.
- It requires much computational time because of the combinatorial checking for frequent patterns composing the linkage pattern.

To solve the above problems, we need further improvement of the algorithm.

VI. CONCLUSIONS

In this study, we proposed a new linkage pattern mining method based on the interval and order of appearance of frequent patterns. From the experimental results, we used seven artificial datasets to reveal that the proposed method outperformed the previous method as it can extract the following three types of linkage patterns that were not extracted by the previous method:

1) Linkage pattern appearing in a single sequential data;
2) Linkage pattern comprising the frequent patterns with no overlap on the time axes across multiple sequential data;
3) Linkage pattern in which the frequent patterns appear in an identical order on the time axes.

Furthermore, it was found that it is reasonable to set the parameter $p$ to around 20. In the future study, we will develop a method for automatically tuning the parameter $p$ based on the distribution of the pattern width. In addition, we will apply the proposed method to real datasets, such as
electrocardiogram data and voice data.
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