
 

Abstract—Making full use of the information provided by the 

training set has always been the target of face image 

super-resolution reconstruction in the case of small samples. To 

solve the problem of full usage, we propose a novel algorithm via 

mapping matrix and multilayer model. Firstly, we double the 

training set by the flip method. Then, we extract one-step and 

two-step gradient features in the training set, and divide these 

face images and their feature images into many multi-scale 

patches. The reconstructed training set is formed by the patches 

which are in the same positions. We adopt high-resolution and 

low-resolution feature images simultaneously to build weights 

for the mapping matrix. To reduce local ghosting and blurring 

of the reconstructed image, the matrix constraint is constructed 

through processing the distance of different low-resolution and 

high-resolution feature image blocks. Last, the multilayer model 

is built by using image patches of different scales so that the 

reconstruction can reflect the degradation process of the image. 

The experimental results on the small sample database FERET, 

FEI and CAS-PEAL-R1 show that the proposed method can 

achieve better face image reconstruction quality compared with 

state-of-the-art methods. 

 

 

Index Terms—Super-resolution reconstruction, Position 

patch, Non-local similarity, Mapping matrix 

 

I. INTRODUCTION 

Nowadays, there are higher requirements for image quality 

in human-computer interaction. However, the images 

obtained in real scenes cannot meet the needs [1-3]. 

Super-resolution reconstruction is a cost-effective way to 

improve the quality of images, and widely applied in 

aerospace [4], the military [5] and biomedicine [6]. 

Super-resolution reconstruction algorithms of face images 

can be classified into two families of methods: (i) The 

multiple images based super-resolution [7-11], and (ii) The 

single image based super-resolution [12-23].  

As the approaches based on multiple images need images 
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taken continuously. The performance of super-resolution 

reconstruction will decrease if the information between the 

images is broken. The algorithms based on a single image 

have received a lot of attention in recent years owing to its 

wide application and good performance. Chang et al. [12] 

reconstructed a high-resolution image by using K neighbor 

image patches in the training set. However, such a method is 

prone to blur the reconstructed images. Timofte et al. [13] 

proposed an Anchored Neighborhood Regression (ANR) to 

improve the efficiency and accuracy of reconstruction. The 

method calculated the mapping matrix through a dictionary in 

the training stage. In the literature [14], the modified Fixed 

Neighborhood Anchored Regression (A+) was proposed. 

This method used the training set to construct the mapping 

matrix, and further improved the quality of the reconstructed 

image. Shi et al. [15] proposed to regularize the relationship 

between the target patch and the corresponding patch in the 

HR space and preserved local geometry in resolutions 

effectively. Huang et al. [16] reconstructed a low-resolution 

face image by sparse representation to solve the blurring 

problems at the cost of high time complexity [17].  

As a typical single image based reconstruction algorithm, 

the patch-based method assumes patches at the same position 

in different face images having the same image structure. To 

make full use of this property, Ma et al. [18] constructed 

training set of patches at the same position to save the time of 

training dictionary, and thus enhanced the efficiency of 

reconstruction greatly. Farrugia et al. [19] built the linear 

models of the image patches by using the local geometric 

structure to avoid the uncertainty. Gao et al. [20] selected the 

specified patch for reconstructing face image by adding 

low-rank constraints to ensure the effectiveness of the training 

set and retain the details of the image. But the method does 

not satisfy the demands of high-quality images due to its 

reliance on the training set and ignoring the nature of the 

image. Gong et al. [21] enlarged the patches to a local window 

which enhanced the flexibility of reconstruction. Jiang et al. 

[22] proposed the algorithm of Locality -constrained Iterative 

Neighbor Embedding (LINE) to reconstruct the face image 

with the mapping relations in high-resolution image patches. 

The smooth regression updates the intermediate dictionary 

and enhances the detailed information of the image by smooth 

regression. However, the reconstructed images appear partial 

ghosting, blurring and some images even exist edge aliasing 

owning to the mapping matrix consisting only high-resolution 

image patches. Then in the literature [23], they proposed the 

Smooth Regression with Local Structure Prior (SRLSP) to 

construct a weight matrix to achieve smooth regression. 

In order to solve these problems, we propose a face image 
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super-resolution reconstruction algorithm via a mapping 

matrix and multilayer model. The novelty and contribution of 

our work are as follows:  

(1) The training set is optimized. The features of first-step 

gradient and second-step gradient are extracted from the 

preprocessed images in training set. Then the images and their 

corresponding feature images are divided into many patches. 

The similar patches of the reconstructed patch are searched 

according to the non-local similarity of the low resolution 

feature images. Finally, the optimized training set consisted of 

patches is obtained. 

(2) A weight mapping matrix is proposed. The matrix can 

reduce local ghosting and blurring of the reconstructed image 

effectively. Meanwhile, the constraints of weight matrix 

reduce local ghosting of the reconstructed images. 

(3) Multilayer model is constructed by using different scale of 

patches. The model can reflect the degradation process of a 

reconstructed face image.  

The rest of the paper is organized as follows: Section II 

introduces the proposed method. Section III discusses the 

experimental results. The paper is concluded in Section IV. 

II. PROPOSED METHOD 

A. Preprocess 

(1) Training set preprocessing 

The images in the training set are flipped left and right 

according to the bilateral symmetry property of face image. 

The low-resolution training set Pl and high-resolution training 

set Ph are obtained as formula (1) and (2). 
1 2[ , ,..., ]M

l l l lP p p p
             (1) 

1 2[ , ,..., ]M

h h h hP p p p
             (2) 

where M  is the number of images.  

We extract first-step and second-step gradient feature of all 

images in training set to obtain feature sets Gl and Gh: 
1 2[ , ,..., ]M

l l l lG g g g                           (3) 
1 2[ , ,..., ]M

h h h hG g g g                            (4) 

The processing procedure of the training set is： 

a). Each image of the high-resolution image set Ph  and its 

corresponding feature image set Gh is blocked with 

overlapping to patches. The size of every patch is *R R  

pixels. The overlapping mode is that the current patch 

overlaps K rows of pixels with the upper and lower adjacent 

patches respectively, and overlaps K columns of pixels with 

left and right adjacent patches respectively, 0 / 2K R  . 

b). The patches of each image in Ph and Gh are coded from 

top to bottom, from left to right, numbered1,2,…, U,. The 

patch at the same position has the same number.  

c). The same overlapped block is performed on each image 

of the low-resolution set Pl and its corresponding feature 

image set Gl. The patch size is (R/d)*(R/d) pixels, where d is 

the multiple of reduction. The current patch overlaps k/d rows 

of pixels with the upper and lower adjacent patch, and 

overlaps k/d columns of pixels with the left and right adjacent 

patch. The coding of patches is the same as step b). 

d). All patches in Pl and Gl are coded from top to bottom, 

from left to right, numbered1,2,…, U, and the same number 

represent the image patch at the same position. 

(2) Testing set preprocessing 

The processing procedure of testing set is: 

a). The low-resolution image Itl in the testing set is 

amplified by the bi-resolution interpolation [26] to obtain the 
enlarged image Ith. Therefore, Ith has the same size with the 

high-resolution image. 

b). The corresponding feature images gtl and gth can be 

obtained by extracting first-step and second-step gradient 

features of Itl and Ith respectively. 

c). The overlapping patch performed on Ith , gth , Itl and gtl is 

the same as which on Ph, Gh, Pl, and Gl. 

B. Optimizing Datasets 

In a face image, there are many regions with similar 

structural and texture information. This property is called 

image non-local similarity [25, 27]. With this aspect, a similar 

patch of the jth image patch can be found in a feature image.  

The process of searching for the similar patch of the jth 

feature image patch gtl,j  is: 

All patches in feature image 
tlg  are scanned from top to 

bottom, from left to right. The Euclidean distance between the 

scanned feature images patches and gtl,j is calculated. Then, 

all patches are sorted in an ascending order according to the 

distance. Taking the first n patches as the similar patches of 

gtl,j, and the set of similar patches is denoted as [v1, v2 ,…, vn]. 

The jth patch and the [v1, v2, …, vn] patches in Gl  constitute 

Gl,j: 

1 2

1 1 1 1

, , , , , , , , ,[g ,g ,g ,...,g ,...,g ,g ,g ,...,g ]
n 1 2 n

M M M M

l j l j l v l v l v l j l v l v l vG 
      (5)        

Gl,j  can also be represented as formula (6): 

, , 1 , 2 , *(1 ), ,...,l j l j l j l jM nG g g g 
                           (6) 

where M is the number of feature images, and each image 

have (1+n) patches. 

The jth patch and the [v1, v2, …, vn] patches in Gh  constitute 

Gh,j:  

, , 1 , 2 , *(1 ), ,...,h j h j h j h jM nG g g g 
                         (7) 

The jth patch and the [v1, v2, …, vn]  patches in Pl 
 constitute 

Pl,j:   

, , 1 , 2 , *(1 ), ,...,l j l j l j l jM nP p p p 
                       (8) 

The jth patch and the [v1, v2, …, vn] patches in Ph  constitute 

Ph,j:   

, , 1 , 2 , *(1 ), ,...,h j h j h j h jM nP p p p 
                      (9) 

C. Mapping Matrix 

The existing patch-based reconstruction algorithms work 

as follows: calculating the mapping relations among 

low-resolution image patches, and mapping the same 

relationship to the high-resolution image patch to obtain the 

reconstructed patch. However, low-resolution image patches 

cannot fully represent high-resolution image patches. 

Therefore, we uses both of the low-resolution feature image 

patches and high-resolution feature image patches to 

construct the constraints. Then, the mapping matrix is 

obtained by these constraints to reconstruct high-resolution 

image.  

The process of calculating the mapping matrix is: 
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a). Calculating the Euclidean distance 
, ,_ _tl j l jdist g G  

between ,tl jg and all of the feature patches in ,l jG as (10): 

, , , , 1 , , 2

, , *(1 )

_ _ [ ( , ), ( , ),...,

( , )]

tl j l j tl j l j tl j l j

tl j l jM n

dist g G dist g g dist g g

dist g g 


      (10) 

b). Calculating the Euclidean distance 
, ,_ _th j h jdist g G  

between ,th jg  and all of the feature patches in  ,h jG  as (11): 

, , , , 1 , , 2

, , *(1 )

_ _ [ ( , ), ( , ),...,

( , )]

th j h j th j h j th j h j

th j h jM n

dist g G dist g g dist g g

dist g g 


    (11) 

c). Calculating the weight matrix Wj of the jth patch as: 

, , 1 , , 1

, , *(1 ) , , *(1 )

1

( ( , ) ( , ))

0

0

1

( ( , ) ( , ))

tl j l j th j h jj

tl j l jM n th j h jM n

dist g g dist g gW

dist g g dist g g





 


 






 

             (12) 

where   is the smoothing factor. 

d). A linear mapping relation between the jth 

high-resolution image patch and its corresponding 

low-resolution image patch can be got by formula (13): 

                                
T

, ,h j j l jP A P                                      (13) 

where T

jA is the mapping matrix of the jth image patch, T is 

the transpose of the matrix. 

e). The optimal mapping matrix can be calculated as: 

' T

, ,min || ||
j

j h j j l j
A

A P A P 
                          

(14)
 

f). (14) can be further constrained as: 

                     

'' T

, ,min || ||
j

j
j h j j l j W

A
A P A P                            (15) 

where 
T|| || ( )

jW jZ tr ZW Z , (.)tr  is the trace of matrix. 

g). We add a regularization term to smooth the mapping 

process as formula (16): 
* T 2

, ,min || || || ||
j

j
j h j j l j W j F

A
A P A P A                      (16) 

where 2|| || ( )FZ tr ZZ ,F is the Frobenius norm. 

h). The mapping matrix of the jth patch can be obtained as: 
* 1

, , , ,( )T T

j l j j l j h j j l jA P W P E P W P                         (17) 

where E is the unit matrix.  

With 
*T T T

,( * )j tl jA I , we can get the high-frequency 

information of the reconstructed patch. The reconstructed 

high-resolution patch 
'

,th jI  can be obtained by interpolating 

the high-frequency information into ,tl jI  according to the 

method of [24]. 

D. Multilayer Model 

The multilayer model is constructed as follows: 

To obtain a low-resolution image 
'

,tl jI , the corresponding 

high-resolution image 
'

,th jI  obtained in steps A-C is 

dimensionally reduced by nearest neighbor interpolation [30].  

The ith low-resolution image i

lp  can be reconstructed as:   

a). Training set is composed by  
1 2 1 1[ , ,..., , ,..., ]i i N

l l l l lp p p p p 
 and 

1 2 1 1[ , ,..., , ,..., ]i i N

h h h h hp p p p p 
. 

i

lp is reconstructed according to A-C steps to obtain the 

high-resolution face image
'

, 1,2,...i

hp i M .  

b). The dimension of 
'i

hp is reduced by the nearest neighbor 

interpolation to obtain
'

, 1,2,...i

lp i M . 

c). All the images are segmented into patches. The patch 

size of high-resolution face images is 2 2*R R  

pixels,
22 16R  , and the overlapping size between the 

adjacent patches is 2K .The patch size of low-resolution face 

images is 2 /R d  * 2 /R d  pixels, and the overlapping size 

between the adjacent patches is 2 /K d .  

d). Super-resolution reconstruction is performed again to 

obtain the final reconstructed face image.  

III. EXPERIMENTS 

We compare the proposed method with the ANR [13], A+ 

[14], LINE [22], SRLSP [23], Bicubic [24] on FERET, FEI 

and CAS-PEAL-R1 database. To obtain a low-resolution 

image, the nearest neighbor interpolation method is used to 

reduce the image size by two times. So the image size of the 

FERET is reduced from 80*80 pixels to 40*40 pixels, the 

image size of the FEI is reduced from 80*100 pixels to 40*50 

pixels, and the image size of the CAS-PEAL-R1 is reduced 

from 100*100 pixels to 50*50 pixels. 

A. Parameter Setting 

We select 100 images as the training set, 50 images as the 

testing set randomly in the FERET database.  

Table I shows the PSNR (Peak Signal to Noise Ratio) and 

SSIM (Structural Similarity Index) value in different 

expanding modes. NE means no expanding, FLR and FUD 

represent flip left and right and flip up and down respectively, 

and R denote rotate. The result suggest that the expanding 

mode of flipping left and right (FLR) can get the highest 

PSNR and SSIM. In this paper, we double the training set by 

this mode. 

There are two criteria for feature selection: the one is that 

the features contain as much valid information as possible; the 

other is that the feature can maintain the structure consistency 

of the high-resolution patch and low-resolution patch. 

Different feature combinations can influence the result. 

Table II shows the average PSNR and SSIM obtained by 

different feature combinations. 

 

TABLE I 

PSNR(DB) AND SSIM WITH DIFFERENT EXPANSION MODES 

 NE FLR FUD R90o R180 o R270 o 

PSNR 30.41 30.72 30.53 30.47 30.51 30.51 

SSIM 0.9040 0.9115 0.9050 0.9054 0.9050 0.9059 

 
TABLE II 

PSNR(DB) AND SSIM WITH DIFFERENT FEATURE COMBINATIONS 

 
FSG + 

Pixel 

FSG + 

SSG 

SSG + 

Kirsch 

SSG + 

LBP 

SSG + 

Haar 

PSNR 30.79 30.89 30.78 30.82 30.88 

SSIM 0.9126 0.9150 0.9133 0.9135 0.9149 
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It can be seen in Table II that the average PSNR and SSIM 

can get the highest value when applying first-step and second- 

step gradient features. Therefore, this paper selects both first- 

step gradient (FSG) and second- step gradient (SSG) as the 

features of the face image. 

Different number of similar patch is selected to obtain the 

average PSNR and SSIM, as shown in Fig.1. 

It can be seen that as the number of similar patch is 1, the 

average PSNR and SSIM can reach the highest value. With 

the increase of the number, the average value of PSNR and 

SSIM gradually decrease.  

In Fig.2 different high-resolution patch sizes lead to 

different reconstruction results. The corresponding 

low-resolution patch size can be got by reducing proper 

multiples of high-resolution patch. 

Fig.2 suggests that PSNR and SSIM can reach the highest 

value when the patch size is 6*6. Therefore, the proposed 

method uses 6*6 patch size for image reconstruction.  

We adopt factor α  to smooth the constraint of the mapping 

matrix. An experiment is performed to select the best α  value, 

the other parameters are set as above experiments. Fig. 4 

shows the average PSNR and SSIM change with various α.  

It suggests that the value gradually increases with the value 

of α gradually increasing from 0. When α is 2.4, the average 

PSNR and SSIM values reach their peak value, which are 

31.14dB and 0.9174dB, respectively. As α continues to 

increase, the average PSNR and SSIM gradually decrease. 

Thus, the value of α in this paper is set as 2.4 

B. Comparison with Other Methods 

In the experiments, we set optimal parameters for every 

algorithm and use the same training and testing set.  

The ANR algorithm takes a dictionary size of 1024 and a 

neighborhood size of 40; the A+ algorithm takes a dictionary  

size of 1024, the neighborhood size is 2048, the number of 

image patches in training set is 5000000; the LINE algorithm 

takes a neighborhood size of 150; the patch size of SRLSP 

algorithm is 8*8 pixels and the smoothing factor is 1.2. Since 

the image size reconstructed by ANR and A+ is different from 

others, we adopt Bicubic algorithm to enlarge the image, and 

then pad the edge of the enlarged image into the 

reconstructing image of ANR and A+. 

In addition to PSNR and SSIM, we also introduce the third 

image quality assessment model FSIM (Feature Similarity) to 

evaluate the results of different methods [29].  

(1) Experiments on FERET Database 

We select 100 images randomly as the training set and 50 

images as a testing set on the FERET database.  

Fig. 4 shows the reconstruction result of five images. It can 

be seen from the results that the image obtained by the 

Bicubic is the most blurred, especially in the eyes, nose and 

mouth. Compared with Bicubic, the image blurring 

phenomenon reconstructed by ANR and A+ is reduced. 

However, the details of the image are not clear enough due to 

excessive smoothing, and the local structural features on the 

eyes, nose and mouth are not obvious. The details 

reconstructed by LINE and SRLSP are better restored, and the 

local features are more obvious. However, there are local 

ghosting or blurring in the nose and mouth, and edge aliasing 

in some images. Our method not only overcomes the blurring 

of the image, but also avoids the local ghosting and edge 

aliasing, obtain the optimal reconstructed image.  

The experimental results of PSNR, SSIM and FSIM on the 

FERET database are shown in Table III. The performance of 

average PSNR, SSIM and FSIM is better than the Bicubic, 

ANR, A+, LINE, and SRLSP algorithms. 

(2) Experiments on FEI database 

On the FEI database, 150 images are randomly selected as 

the training set, 50 images as the testing set. Fig. 5 shows the 

reconstruction result of five images.   

From left to right, there are images reconstructed by 

Bicubic, ANR, A+, LINE, SRLSP, our proposed method and 

the original image. It can be seen from the results that the 

image obtained by the Bicubic method is the most blurred. 

The image reconstructed by ANR and A+ is more obvious, 

the details of the eyes, mouth and mustache are blurred due to 

their excessive smoothing. The details of the image 

reconstructed by LINE and SRLSP method are better restored. 

But the local regions of the mouth are blurred. The proposed 

method gets the best result and overcomes the shortcomings 

of blurring and local ghosting. 

Table IV shows the average PSNR, SSIM and FSIM values 

obtained by different methods. It can be seen that the average 

PSNR, SSIM and FSIM of proposed algorithm are better than 

other state-of-the-art algorithms. The average value of PSNR, 

 
Fig.1. The PSNR and SSIM of the proposed method using different number 

of similar patch on FERET dataset 

 

 
Fig.2. The PSNR and SSIM of the proposed method using different patch 

size on FERET dataset 

 
Fig. 3.  The PSNR and SSIM change with various smooth factor α. 
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SSIM and FSIM is higher than the Bicubic, ANR, A+, LINE, 

and SRLSP algorithms. 

(3) Experiments on CAS-PEAL-R1 database 

The experiments on the CAS-PEAL-R1 database are 

shown in Fig. 6, in which 300 images are randomly selected as 

the training set and 100 images as the testing set. It is Bicubic, 

ANR, A+, LINE, SRLSP, the image reconstructed by the 

algorithm and the original image from left to right.  

It can be seen from the results that the image obtained by 

the Bicubic is the most blurred. The details of the image 

reconstructed by LINE and SRLSP are better restored. 

Especially the details of the eyes, mouth and nose, but some 

local regions are blurred due to excessive smoothing. 

However, there still exist local ghosting in some regions of 

eyes and mouth. The proposed method get the best result yet. 

Table V shows the average PSNR, SSIM and FSIM values 

obtained by different algorithms. It can be seen that the 

average PSNR, SSIM and FSIM of proposed algorithm are 

better than other algorithms.  

 

 

 
(4) Application of face recognition  

Face recognition is one of the applications of face image 

super-resolution reconstruction. We conduct a face 

recognition process to evaluate the effect of the proposed 

method through an improved LBP [30] which is an effective 

face recognition algorithm. Firstly, the original images in 

FERET database are super-resolution reconstructed by the 

method of Bicubic, ANR, A+, LINE, SRLSP and the 

proposed method respectively. A total of 6500 images of 450 

persons are selected for experiments. Then, we introduce the 

improved LBP to extract the features of images. Finally, 

KNN(K Nearest Neighbor) is applied for classification and 

the face can be recognized. The results (recognition rate) are 

showed in Table VI. As we can see, the proposed method 

shows superior performance than other algorithms in the 

application of recognizing face images.  

 

IV. CONCLUSIONS 

This paper proposes a face multilayer super-resolution 

reconstruction algorithm via mapping matrix and multilayer 

model. The problem of lacking data is handled through a 

series of face image preprocessing. At the same time, the 

matrix constraints to achieving smooth regression calculation 

overcome the shortcoming of the traditional algorithms only 

considering the mapping relationship between low-resolution 

image patches. Image reconstruction can better reflect the 

image degradation process by establishing a multilayer model. 

The edge saw-tooth, local ghost and blurring of the 

reconstructed image are greatly reduced. The experimental 

results on the FERET, FEI and CAS-PEAL-R1 database show 

that the proposed algorithm can achieve better results.  

However, this paper is based on the fact that different face 

images have the same structure at the same position, which 

requires strict alignment of the face image. Therefore, the 

future work is how to strictly align two different face images 

to ensure the similarity of patches in the same position. 

REFERENCES 
[1] F. Liang, Y. Xu, M. Zhang, L. Y. Zhang. “A POCS algorithm based on 

text features for the reconstruction of document images at 

super-resolution,” Symmetry, vol.8, no. 10, pp.102-116, 2016. 

[2] Y. Li, F. Xu, F. Zhang, P. Y. Xu, M. S. Zhang, M. Fan. “DLBI: deep 

learning guided Bayesian inference for structure reconstruction of 

super-resolution fluorescence microscopy,” Bioinformatics, 2018, vol. 

34, no.13, pp.284-294. 

[3] Y. G. Zhang; M, J. M. “Single image super-resolution by non-linear 

sparse representation and support vector regression,” Symmetry, vol.9, 

no. 2, pp.24-38, 2017. 

[4] A.Xiao, Z. Wang, L.Wang, Y. Ren. “Super-resolution for "Jilin-1" 

satellite video imagery via a convolutional network,” Sensors, vol.18, 

no.4, pp.1194-1203, 2018. 

[5] L. Yue, H. Shen, J. Li, Q.Yan, H. Zhang, L. Zhang. “Image 

Super-resolution: The techniques, Applications, and Future,” Signal 

Process, vol.128, pp. 389-408, 2016. 

[6] S. Jian,  D. M. Sima,S. N.Faezeh, G. Hangel, W. Bogner, S. Williams, 

S. V. Huffel, F. Maes,  D. Smeets. “Patch-Based super-resolution of 

MR spectroscopic images: application to multiple sclerosis,” Frontiers 

in Neuroscience. no.11, pp.1-12, 2017. 

[7] A. Kappeler, S. Yoo, Q. Dai, A. K. Katsaggelos. “Video 

Super-Resolution with convolutional neural networks,” IEEE 

Transactions on Computational Imaging, vol.2, no.2, pp.109-122, 

2016. 

TABLE VI 

 FACE RECOGNITION OF DIFFERENT METHODS ON FEI DATABASE 

Methods Recognition Rate (%) 

Bicubic[26] 56.9 

ANR[15] 85.7 

A+[16] 88.3 

LINE[24] 86.2 

SRLSP[25] 87.9 

Ours 91.3 

Original images 95.4 

 

TABLE V 

 PSNR  AND SSIM WITH DIFFERENT METHODS ON CAS-PEAL-R1  

Methods PSNR(dB) SSIM FSIM 

Bicubic[26] 29.27 0.9364 0.9451 

ANR[15] 35.07 0.9740 0.9583 

A+[16] 35.62 0.9761 0.9675 

LINE[24] 34.67 0.9724 0.9500 

SRLSP[25] 35.19 0.9748 0.9611 

Ours 35.67 0.9774 0.9824 

 

TABLE IV 

PSNR AND SSIM WITH DIFFERENT METHODS ON FEI 

Methods PSNR(dB) SSIM FSIM 

Bicubic[26] 27.64 0.9278 0.8779 

ANR[15] 32.27 0.9713 0.9485 

A+[16] 35.51 0.9736 0.9561 

LINE[24] 33.93 0.9702 0.9372 

SRLSP[25] 34.90 0.9755 0.9534 

Ours 35.61 0.9791 0.9618 

 

TABLE III 

PSNR AND SSIM WITH DIFFERENT METHODS ON FERET  

Methods PSNR(dB) SSIM FSIM 

Bicubic[26] 27.95 0.8521 0.8550 

ANR[15] 29.81 0.9026 0.9133 

A+[16] 30.05 0.9102 0.9220 

LINE[24] 29.51 0.8841 0.9052 

SRLSP[25] 30.48 0.9056 0.9214 

Ours 31.07 0.9173 0.9368 

 

IAENG International Journal of Computer Science, 47:1, IJCS_47_1_09

Volume 47, Issue 1: March 2020

 
______________________________________________________________________________________ 



 

 

 
 

 
 (a)                      (b)                     (c)                        (d)                        (e)                       (f)                        (g)     

Fig. 5.  Comparisons of super-resolution reconstruction results based on different methods on the FEI face database. (a) The Bicubic method [24]. (b)   The 

ANR method [13]. (c) The A+ method [14]. (d) The LINE method [22]. (e) The SRLSP method [23]. (f ) Our method. (g) The original face images 
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Fig. 4.  Comparisons of super-resolution reconstruction results based on different methods on the FERET face database. (a) The Bicubic method [24]. (b) 

The ANR method [13]. (c) The A+ method [14]. (d) The LINE method [22]. (e) The SRLSP method [23]. (f ) Our method. (g) The original face images. 
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Fig. 6.  Comparisons of super-resolution reconstruction results based on different methods on the CAS-PEAL-R1 face database. (a) The Bicubic method [24]. 

(b) The ANR method [13]. (c) The A+ method [14]. (d) The LINE method [22]. (e) The SRLSP method [23]. (f ) Our method. (g) The original face images. 
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