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Abstract—In the classical GM (1, 1) model, in order to reduce the randomness of the original nonnegative sequence, the original nonnegative sequence is cumulatively generated so as to obtain a monotone increasing 1-AGO sequence. The method of background value construction will directly affect the accuracy and applicability of the model. Therefore, the reconstruction of the model background value has great significance to improve its matching and prediction precision. In order to improve the GM (1, 1) model, we provide a more logical formula for calculating background value, which is based on a $C^1$ monotonicity-preserving piecewise rational quadratic interpolation spline, and thereby establishing a new GM (1, 1) model. Numerical examples show that the new GM (1, 1) model is more effective and accurate compared with the classical GM (1, 1) model.
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I. INTRODUCTION

Let an original non-negative and uniformly-spaced sequence be
\[ X^{(0)} = \{ x^{(0)}(1), x^{(0)}(2), \ldots, x^{(0)}(n) \} \]
(1)

The method of cumulative generation of the original sequence is the main idea of the classical grey prediction GM (1,1) model proposed by Deng in [1], [2], so as to reduce the randomization of the original data and obtain a significantly monotonicity increasing 1-AGO sequence \( X^{(1)} \). Then a first order grad prediction differential equation on the sequence \( X^{(1)} \) is established. And the differential equation is numerically solved by least square method to estimate the parameters. Finally, the original data is simulated and predicted by using the inverse cumulative generation operation.

The 1-AGO sequence \( X^{(1)} \) is given as follows
\[ X^{(1)} = \{ x^{(1)}(1), x^{(1)}(2), \ldots, x^{(1)}(n) \} \]
(2)

where
\[ x^{(1)}(k) = \sum_{i=0}^{k} x^{(0)}(k) = x^{(1)}(k-1) + x^{(0)}(k), \quad k = 1, 2, \ldots, n \]
(3)

From Eq. (3), the 1-AGO sequence \( X^{(1)} \) has the feature of monotonicity-increasing. Suppose that \( x^{(1)}(t) \) satisfies the following first order grad forecasting differential equation
\[ \frac{dx^{(1)}(t)}{dt} + ax^{(1)}(t) = b, \]
(4)

where the grey developmental coefficient \( a \) and the grey control parameter \( b \) are the parameters in the model to be estimated.

The solution of the above differential equation with the initial condition \( X^{(1)}(1) = X^{(1)}(1) \) is as follows
\[ x^{(1)}(t) = \left( x^{(1)}(1) - \frac{b}{a} \right) e^{-at} + \frac{b}{a}. \]
(5)

Therefore, in order to obtain the prediction model of the original data sequence, we need to identify the effect of the grey development coefficient \( a \) and the grey control parameter \( b \) in Eq. (4). To this end, we do the integral accumulation on both sides of Eq. (4) for \( [k, k+1], \quad k = 1, 2, \ldots, n-1 \), then we can get
\[ \int_{k}^{k+1} \frac{dx^{(1)}(t)}{dt} dt + a \int_{k}^{k+1} x^{(1)}(t) dt = b, \]

that is
\[ x^{(1)}(k+1) - x^{(1)}(k) + a \int_{k}^{k+1} x^{(1)}(t) dt = b, \]
or
\[ x^{(0)}(k+1) + a \int_{k}^{k+1} x^{(1)}(t) dt = b. \]
(6)

Let background value be \( z^{(1)}(k+1) \) defined as the integral
\[ z^{(1)}(k+1) = \int_{k}^{k+1} x^{(1)}(t) dt. \]

In order to calculate the background value \( z^{(1)}(k+1) \), we need to integrate \( x^{(1)}(t) \), which requires the values of \( a \) and \( b \) to be given in advance. However, from the Eq. (6), the values of \( a \) and \( b \) are determined by the values of the original sequence and structure form of the background value. Consequently, to estimate the values of \( a \) and \( b \), we must use some methods to estimate the background value \( z^{(1)}(k+1) \), which is a key factor affecting the simulation error \( \pi \) and the quality of the predicting model.

In the classical GM (1,1) model, we use the piecewise linear polynomial interpolation \( L(t) := (k + 1 - t)x^{(1)}(k) + (t - k)x^{(1)}(k+1) \) to approximate \( x^{(1)}(t) \), see [1], [2]; then we get the estimated background value \( z^{(1)}(k+1) \) as follows
\[ z^{(1)}(k+1) = \int_{k}^{k+1} x^{(1)}(t) dt \approx \int_{k}^{k+1} L(t) dt = \frac{1}{2} \left[ x^{(1)}(k) + x^{(1)}(k+1) \right]. \]
(7)

For each interval \([k, k+1], \quad k = 1, 2, \ldots, n-1\), by substituting the estimated background value \( z^{(1)}(k+1) \) into
Eq. (6) and further using the least square method, the values of the parameters $a$ and $b$ can be estimated by the following formula

$$\begin{bmatrix} a \\ b \end{bmatrix} = \left(G^T G\right)^{-1} G^T X,$$

where

$$X = \begin{bmatrix} x^0(2) \\ x^0(3) \\ \vdots \\ x^0(n) \end{bmatrix}, \quad G = \begin{bmatrix} -z^{(1)}(2) & 1 \\ -z^{(1)}(3) & 1 \\ \vdots & \vdots \\ -z^{(1)}(n) & 1 \end{bmatrix}.$$ 

Finally, the estimated solution to the differential Eq. (4) with the initial condition $X(1)(1) = X(1)(1)$ is obtained, as shown below

$$\tilde{z}^{(1)}(t) = [x^{(1)}(1) - \frac{b}{a}] e^{-a(t-1)} + \frac{b}{a}, \quad k = 1, 2, \ldots \quad (8)$$

We thus get the following grey prediction equation

$$\tilde{x}^{(1)}(k + 1) = \tilde{x}^{(1)}(k + 1) - \tilde{x}^{(1)}(k), \quad k = 1, 2, \ldots \quad (9)$$

![Fig. 1. Prediction error source diagram of conventional GM(1,1) model.](image)
are also given to prove the value of the new developed schemes. And section IV presents the conclusion.

II. \( C^1 \) MONOTONICITY-PRESERVING PIECEWISE CUBIC INTERPOLATION SPLINE

According to Eq. (3), the 1-AGO sequence \( X^{(1)} \) has the feature of monotonicity-increasing, that is \( x^{(1)}(k) \leq x^{(1)}(k+1), \forall k \). The fitting exponential curve \( x^{(1)}(t) \) to the 1-AGO sequence \( X^{(1)} \) is also monotonicity-increasing and has infinite smoothness. Therefore, we develop a \( C^1 \) monotonicity-preserving rational quadratic interpolation spline to interpolate the 1-AGO sequence, so as to reconstruct the curve \( x^{(1)}(t) \).

For the discrete data \( (k, x^{(1)}(k)), k = 1, 2, \ldots, n \), we denote \( d^{(1)}(k) \) as the derivative value at node \( t = k \). For \( t \in [k, k+1], \) in [22], a monotonicity-preserving rational quadratic interpolation spline is constructed as follows

\[
R(t) = x^{(1)}(k) + \frac{x^{(0)}(k+1)[x^{(0)}(k+1)s^2 + d^{(1)}(k)s(1-s)]}{x^{(0)}(k+1) + d^{(1)}(k)+2x^{(0)}(k+1)s(1-s)},
\]

where \( s = t - k \in [0, 1] \). We can see that the interpolation spline given in Eq. (10) has \( O(h^2) \) convergence.

From formula (10), by direct calculation, we have

\[
\begin{aligned}
R(k) &= x^{(1)}(k), \quad R(k+1) = x^{(1)}(k+1), \\
R'(k) &= d^{(1)}(k), \quad R'(k+1) = d^{(1)}(k+1),
\end{aligned}
\]

which indicates that \( R(k^-) = R(k^+), \) \( R'(k^-) = R'(k^+) \). This means that the rational quadratic interpolation spline defined by Eq. (10) is \( C^1 \) continuous for arbitrary nonzero local parameter.

In practical application, the derivative values of the rational quadratic interpolation spline at the nodes should be estimated first. In this paper, we calculate the derivative value by the following method

\[
\begin{aligned}
d^{(1)}(1)m &= x^{(1)}(2) - x^{(1)}(1), \\
d^{(1)}(k) &= \frac{1}{2} [x^{(1)}(k+1) - x^{(1)}(k-1)], \\
d^{(1)}(n) &= x^{(1)}(n) - x^{(1)}(n-1),
\end{aligned}
\]

where \( k = 2, 3, \ldots, n - 1 \).

Obviously, for the monotonicity increasing 1-AGO sequence \( X^{(1)} \), the derivative value determined by Eq. (11) is non-negative, which means \( d^{(1)}(k) \geq 0, \forall k \). Without loss of generality, for \( t \in [k, k+1], \) direct computation gives that

\[
R'(t) = \frac{[x^{(0)}(k+1)]^2}{r(t)} \left\{ \frac{1}{2} \left[ x^{(0)}(k+1) + x^{(0)}(k) \right] s^2 + 2x^{(0)}(k+1)s(1-s) + \frac{1}{2} \left[ x^{(0)}(k) + x^{(0)}(k-1) \right] (1-s)^2 \right\},
\]

where

\[
r(t) = x^{(0)}(k+1) + \frac{1}{2} x^{(0)}(k+1) + x^{(0)}(k) + \frac{1}{2} x^{(0)}(k-1) \} s (1-s).
\]

From these, we can see that \( R'(t) \geq 0 \), which implies that the interpolation spline \( R(t) \) is monotonicity-preserving.

III. ESTABLISH NEW GM(1,1) MODEL

For the original non-negative sequence \( X^{(0)} = \{x^{(0)}(0), x^{(0)}(2), \ldots, x^{(0)}(n)\} \), we first calculate its 1-AGO sequence \( X^{(1)} = \{x^{(1)}(1), x^{(1)}(2), \ldots, x^{(1)}(n)\} \). Then for the 1-AGO sequence \( X^{(1)} \), we use the \( C^1 \) monotonicity-preserving piecewise rational quadratic interpolation spline \( R(t) \) to reconstruct the exponential curve \( x^{(1)}(t) \). For the interval \( [k, k+1], \) we estimate the background value \( z^{(1)}(k+1) = \int_k^{k+1} x^{(1)}(t) dt \) by the following method

\[
z^{(1)}(k+1) = \int_k^{k+1} x^{(1)}(t) dt \\
= \frac{A + Bt^2 + C(1-t)}{A + Bt + C(1-t)} dt
\]

where

\[
A = x^{(1)}(k), B = [x^{(0)}(k+1)]^2, C = x^{(0)}(k+1)x^{(0)}(k+1), D = x^{(0)}(k+1), E = d^{(1)}(k+1) + d^{(1)}(k) - 2x^{(0)}(k+1).
\]

If \( E \neq 0 \), then

\[
(1 + \frac{D}{E}) = \frac{1}{2} \left[ 4x^{(0)}(k+1) + x^{(1)}(k+1) + x^{(1)}(k+1) - x^{(1)}(k) - x^{(1)}(k+1) \right] \neq 0,
\]

so there is

\[
\int_k^{k+1} R(t) dt = \frac{A + Bt^2 + C(1-t)}{A + Bt + C(1-t)} dt
\]

where

\[
(1 + \frac{D}{E}) < 0, \quad A + Bt + C(1-t)
\]

when \( (1 + \frac{D}{E}) > 0, \quad A + Bt + C(1-t), \) when \( E = 0 \).

Then, the estimated background value was substituted into the grey differential equation equation (6). And we further use the least square method to solve Eq. (6). The formula is as follows

\[
(\begin{array}{c}
\frac{a}{b}
\end{array}) = (G^T G)^{-1} G^T X,
\]

where

\[
X = \begin{bmatrix}
x^{(0)}(2) \\
x^{(0)}(3) \\
\vdots \\
x^{(0)}(n)
\end{bmatrix}, \quad G = \begin{bmatrix}
-z^{(1)}(2) & 1 \\
z^{(1)}(3) & 1 \\
\vdots \\
z^{(1)}(n) & 1
\end{bmatrix}
\]

Finally, we obtain the following estimated solution to the differential equation (4) with the initial condition \( X^{(1)}(1) = X^{(1)}(1) \) as follows

\[
z^{(1)}(t) = \frac{a}{b} \left[ x^{(1)}(t) - \frac{b}{a} e^{-a(t-1)} + \frac{b}{a} \right].
\]

We thus get the following grey prediction equation

\[
x^{(0)}(k+1) = x^{(1)}(k+1) - x^{(1)}(k) \]

\[
= (1 - e^a) \left[ x^{(0)}(1) + \frac{a}{b} e^{-ak}, \quad k = 1, 2, \ldots \right.
\]

We shall give several simulation results of practice examples to show that the new GM(1,1) model based on \( C^1 \) monotonicity-preserving piecewise rational quadratic interpolation spline improves prediction accuracy compared to the classical GM (1,1) model. In the following examples, the relative error is computed by

\[
\varepsilon = \frac{x^{(0)}(k) - z^{(0)}(k)}{x^{(0)}(k)}
\]
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**Example 1:** In this example, we consider the non-negative data $x^{(0)}(k)$, $k = 1, 2, \cdots, 7$ given in [23]. In addition, we compare the results predicted by our new GM(1,1) model with the GM(1,1) model and the method proposed in [23]. Table I and Fig. 2 give the numerical results. The results show that our model has the best prediction effect compared with the other two prediction models, and it performs very well in predicting data with the exponential growth trend.

![Fig. 2. Graphic results for example 1.](image)

**Example 2:** In this example, we consider the non-negative data $x^{(0)}(k)$, $k = 1, 2, \cdots, 12$ given in [8]. Similarly, we compare the results predicted by our new GM(1,1) model with the GM(1,1) model and the method proposed in [7]. Table II and Fig. 3 give the numerical results. The results turn out that the new GM(1,1) model still performs the best among the three prediction models. In addition, its prediction accuracy is significantly higher than the classical GM(1,1) model.

![Fig. 3. Graphic results for example 2.](image)

**Example 3:** In this example, we consider the non-negative data $x^{(0)}(k)$, $k = 1, 2, \cdots, 9$ given in [24]. Table III and Fig. 4 give the numerical results.

![Example 4: In this example, we consider the non-negative data $x^{(0)}(k)$, $k = 1, 2, \cdots, 10$ given in [25]. Table IV and Fig. 5 give the numerical results.](image)

**Example 4:** In this example, we consider the non-negative data $x^{(0)}(k)$, $k = 1, 2, \cdots, 10$ given in [25]. Table IV and Fig. 5 give the numerical results.

**Example 5:** In this example, we consider the non-negative data $x^{(0)}(k)$, $k = 1, 2, \cdots, 14$ given in [26]. Table V and Fig. 6 give the numerical results.

![Example 5: In this example, we consider the non-negative data $x^{(0)}(k)$, $k = 1, 2, \cdots, 14$ given in [26]. Table V and Fig. 6 give the numerical results.](image)

**Example 6:** In this example, we consider the non-negative data $x^{(0)}(k)$, $k = 1, 2, \cdots, 7$ given in [27]. Table VI and Fig. 7 give the numerical results.

The Figs. 2-7 above show the 1-AGO data of Table 1-6 and the curves of piecewise linear interpolant, monotonic-preserving quadratic interpolation spline $R(t)$. It can be seen from Examples 1–6 that the average relative error $\tau$ of the new GM (1,1) model is lower than that of the classical GM (1,1) model, which means that the new GM (1,1) model can improve the quality of the forecasting model.
TABLE I
NUMERICAL RESULTS FOR EXAMPLE 1.

<table>
<thead>
<tr>
<th>$x^{(0)}$</th>
<th>Classical GM(1,1)</th>
<th>New GM(1,1)</th>
<th>The Model in [23]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Prediction data</td>
<td>Relative error $\varepsilon$ (%)</td>
<td>Prediction data</td>
</tr>
<tr>
<td>2.9836</td>
<td>2.9836</td>
<td>0</td>
<td>2.9836</td>
</tr>
<tr>
<td>4.4511</td>
<td>4.3804</td>
<td>1.5884</td>
<td>4.4925</td>
</tr>
<tr>
<td>6.6402</td>
<td>6.5006</td>
<td>2.1027</td>
<td>6.6826</td>
</tr>
<tr>
<td>9.9061</td>
<td>9.6469</td>
<td>2.6161</td>
<td>9.9404</td>
</tr>
<tr>
<td>32.8893</td>
<td>31.5285</td>
<td>4.1374</td>
<td>32.7180</td>
</tr>
<tr>
<td>$\pi$ (%)</td>
<td>2.4576</td>
<td>0.3892</td>
<td>1.0408</td>
</tr>
</tbody>
</table>

TABLE II
NUMERICAL RESULTS FOR EXAMPLE 2.

<table>
<thead>
<tr>
<th>$x^{(0)}$</th>
<th>Classical GM(1,1)</th>
<th>New GM(1,1)</th>
<th>The Model in [7]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Prediction data</td>
<td>Relative error $\varepsilon$ (%)</td>
<td>Prediction data</td>
</tr>
<tr>
<td>110852</td>
<td>110852</td>
<td>0</td>
<td>110852</td>
</tr>
<tr>
<td>135175</td>
<td>117980</td>
<td>12.72</td>
<td>130093</td>
</tr>
<tr>
<td>153647</td>
<td>119117</td>
<td>22.47</td>
<td>128585</td>
</tr>
<tr>
<td>120296</td>
<td>128264</td>
<td>6.62</td>
<td>127094</td>
</tr>
<tr>
<td>96362</td>
<td>121422</td>
<td>26.27</td>
<td>125621</td>
</tr>
<tr>
<td>90798</td>
<td>122592</td>
<td>35.01</td>
<td>124165</td>
</tr>
<tr>
<td>102591</td>
<td>123773</td>
<td>20.65</td>
<td>122725</td>
</tr>
<tr>
<td>150534</td>
<td>124965</td>
<td>16.99</td>
<td>121303</td>
</tr>
<tr>
<td>175123</td>
<td>126168</td>
<td>27.95</td>
<td>119896</td>
</tr>
<tr>
<td>127148</td>
<td>113383</td>
<td>10.83</td>
<td>118507</td>
</tr>
<tr>
<td>102085</td>
<td>128610</td>
<td>25.98</td>
<td>117133</td>
</tr>
<tr>
<td>97103</td>
<td>129849</td>
<td>33.72</td>
<td>115775</td>
</tr>
<tr>
<td>$\pi$ (%)</td>
<td>19.93</td>
<td>17.01</td>
<td>17.37</td>
</tr>
</tbody>
</table>

IV. CONCLUSION

By using a $C^1$ monotonicity-preserving piecewise rational quadratic interpolation spline to reconstruct the background value, we have established a new GM (1,1) model. Numerical examples show that the new GM (1,1) model has smaller prediction error than the classical one, especially in reliability and validity of the prediction, and this model performs better when the original data are presented with convexity in time series. Future work will concentrate on exploring more applications of the new GM (1,1) model, such as scientific decision-making in electricity production and manufactures.

TABLE V
NUMERICAL RESULTS FOR EXAMPLE 5.

<table>
<thead>
<tr>
<th>$x^{(0)}$</th>
<th>Classical GM(1,1)</th>
<th>New GM(1,1)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Prediction data</td>
<td>Relative error $\varepsilon$ (%)</td>
</tr>
<tr>
<td>64832.05</td>
<td>64832.05</td>
<td>0</td>
</tr>
<tr>
<td>71847.09</td>
<td>57476.77</td>
<td>20.001</td>
</tr>
<tr>
<td>78646.30</td>
<td>67165.21</td>
<td>14.398</td>
</tr>
<tr>
<td>86293.10</td>
<td>78486.76</td>
<td>9.046</td>
</tr>
<tr>
<td>93887.95</td>
<td>91716.70</td>
<td>2.312</td>
</tr>
<tr>
<td>105557.09</td>
<td>107176.71</td>
<td>1.534</td>
</tr>
<tr>
<td>125761.85</td>
<td>125242.71</td>
<td>0.413</td>
</tr>
<tr>
<td>143143.63</td>
<td>146353.96</td>
<td>2.243</td>
</tr>
<tr>
<td>168850.20</td>
<td>171023.78</td>
<td>1.287</td>
</tr>
<tr>
<td>198739.27</td>
<td>199852.01</td>
<td>0.560</td>
</tr>
<tr>
<td>245352.80</td>
<td>235359.60</td>
<td>4.815</td>
</tr>
<tr>
<td>278541.09</td>
<td>272905.57</td>
<td>2.023</td>
</tr>
<tr>
<td>334839.41</td>
<td>318907.39</td>
<td>4.758</td>
</tr>
<tr>
<td>386086.72</td>
<td>372663.28</td>
<td>3.477</td>
</tr>
<tr>
<td>$\pi$ (%)</td>
<td>4.791</td>
<td>4.677</td>
</tr>
</tbody>
</table>
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Fig. 6. Graphic results for example 5.

<table>
<thead>
<tr>
<th>( x^{(0)} )</th>
<th>Classical GM(1,1)</th>
<th>New GM(1,1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prediction data</td>
<td>Relative error ( \varepsilon ) (%)</td>
<td>Prediction data</td>
</tr>
<tr>
<td>21.1</td>
<td>21.1</td>
<td>0</td>
</tr>
<tr>
<td>26.6</td>
<td>21.4246</td>
<td>19.4566</td>
</tr>
<tr>
<td>36.1</td>
<td>32.7131</td>
<td>9.3820</td>
</tr>
<tr>
<td>52.3</td>
<td>49.9496</td>
<td>4.4941</td>
</tr>
<tr>
<td>80.1</td>
<td>76.2679</td>
<td>4.7842</td>
</tr>
<tr>
<td>126.8</td>
<td>116.4532</td>
<td>8.1599</td>
</tr>
<tr>
<td>196.3</td>
<td>177.8122</td>
<td>9.4182</td>
</tr>
</tbody>
</table>

\( \varepsilon \) (%)

7.9564

5.0447

Fig. 7. Graphic results for example 6.