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Distributed Fault Tolerant Target Tracking Protocol
for New Face-based Wireless Sensor Networks

Ammara Razzaq, Ahmed M.Khedr, and Zaher Al Aghbari

Abstract—Wireless Sensor Networks (WSNs) consist of sen-
sor nodes that have limited batteries, and are hard to replace
due to their deployment in inaccessible areas. Hence, the goal of
any WSN protocol is to implement energy efficient mechanisms
that prolong the lifetime of WSNs. The existing face topology in
WSNs can lead to high energy consumption due to all the nodes
in the network being part of topology. In this paper, we propose
a new protocol that introduces a new distributed energy-based
face structure by putting redundant nodes to a sleep state for
reduced energy consumption and prolonged lifetime of network.
A distributed target tracking algorithm is designed to run
on the new proposed face structure which tracks the target
accurately while reducing the energy consumption of network.
Additionally, a distributed fault tolerance algorithm is proposed
which uses the sleeping redundant nodes in the network as
backup nodes. When a node’s battery reaches a critical level
it selects a nearby sleep node to replace itself to minimize the
interruption in tracking of the target. The simulation results
show that our proposed scheme achieves better energy efficiency
and improves the lifetime of network while maintaining the
performance of tracking. At high speeds, our work achieves
significant improvement in accuracy of tracking.

Index Terms—Distributed Target Tracking, Face Topology,
Fault Tolerance, Wireless Sensor Networks.

I. INTRODUCTION

IRELESS sensor networks (WSNs) consist of hun-

dreds and thousands of low power and low cost sen-
sor nodes which are deployed in a random or deterministic
manner to monitor different environmental attributes. WSNs
have many constraints that need to be dealt with while
developing an application. Energy is the biggest resource
constraint in WSNs [1], [2]. Therefor, the need is to develop
energy efficient algorithms that consume minimum energy
and perform accurately. Minimum energy consumption will
lead to prolonged network lifetime. Energy is consumed
during computation at sensor nodes and communication
between sensor nodes. However, communication cost is the
main reason for energy depletion in sensor nodes. The goal
is to reduce these costs and increase the lifetime of network
(31, [4], [5].

Sensor nodes have three possible states; active, awake
and sleep state. In active state, sensor nodes are receiving
and transmitting messages. Hence, this is the most energy
consuming state. In awake state, nodes are only listening to
messages and will become active if they receive a request
message from other nodes to send messages. In sleep state,
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nodes are neither listening nor sending any messages. Hence,
this is the most energy saving state. Therefore, to save energy
it is best to keep nodes in sleep state for as long as possible.

A topology in WSNs is the grouping of nodes to collect
data cooperatively in an energy conserving manner. Mainly
three types of network topologies exist in WSNEs, tree, cluster
and face [6], [5], [7] topology. In face topology, network is
divided into a set of polygons called faces. A face consists
of minimum three nodes. A face structure is a planar graph
where nodes act as vertices of the graph and edges between
nodes represent the communication links. A planar graph is a
graph which has no crossing edges. Gabriel Graph (GG) and
Relative Neighborhood Graph (RNG) are two well-known
planar graphs which are used to build face structure [8].
WSNs are usually densely deployed, which means there are
many nodes in each area of the network [9]. Hence it is not
always necessary to keep all the nodes in active state. In the
existing face topology, all the nodes in the WSN become
part of topology which can lead to small face sizes and
more energy consumption. A too small face size can cause
irregular signal patterns affecting the accuracy of application
running on the network [10].

Many distributed tracking protocols have been designed
for different network topologies such as, cluster based, tree
based and face based target tracking protocols [7], [11],
[12], [13], [14], [15]. The goal of these target tracking
applications is to gather data about one or multiple targets
and estimate their positions in the network [16]. In target
tracking applications, a node detects the presence of target
by sampling the sensed signals (e.g., light, sound, image
or video), then these readings are used to estimate the
trajectories of one or more targets and notify the sink node
[17], [18]. The main goal of a target tracking protocol is to
design an energy efficient mechanism that tracks the target
accurately and prolongs the lifetime of WSN. In face-based
target tracking protocols, once the target is detected, two or
more number of nodes collaborate with each other to track
the target. Once the target moves away from these nodes,
new set of nodes are selected to track the target. One of the
nodes from the set will become beacon node that will be
responsible for communicating with the tracker.

In [14], [15], [13], object tracking protocols have been
developed in face-based WSNs. However, none of these
works have tried to modify the topology of the network
to adapt to new situations such as, identification of certain
nodes to put to sleep state to minimize energy consumption.
In these approaches, all the nodes in network take part in
the topology formation, which is energy consuming. Due
to the small faces, objects moving at high speed will leave
the face quickly increasing the chances of target loss. The
main focus of these protocols have been on designing the
prediction protocols to predict the future location of target
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and only awakening the nodes in predicted region to save the
energy. However, in prediction based protocols, a target can
be easily lost if it does not move towards the predicted region.
In this case, a target recovery mechanism will be required to
recover the target by activating as many number of nodes as
required which can lead to excessive energy consumption.

Sensor nodes are prone to failure due to harsh environmen-
tal conditions, malicious attacks on the network, hardware
failure such as battery depletion or software failure such
as wireless channel fluctuations [19]. Faults in the network
mainly occur due to node, network or sink problems [20].
Faulty nodes cause the WSN to be partitioned, causing
holes in the network, and disrupting the performance of the
network as a consequence. Faults in sensor nodes can cause
error in sensing, processing and communicating data [21]. In
target tracking applications, partitioning of the network will
result in loss of tracking and the accuracy of the tracking
protocol will be reduced. Distributed protocols require self
healing to deliver a desired level of functionality in the
presence of faults [22]. The ability to deal with faults in the
network is an important factor in the performance of WSNs.

In this paper, a new energy-based face structure is pro-
posed in which extra nodes are put in sleep state while
building the face structure. The resulting network will have
generally bigger faces which will solve the problem of
signal irregularities. Due to sleep nodes in the network the
overall energy consumption of face structure will be less
and the life time of network will be improved. To test the
performance of the proposed face structure a new target
tracking protocol is designed to compare with existing face
based tracking protocols. To further enhance the lifetime of
network and ensure uninterrupted tracking in the event of
failure of a node due to battery depletion, a new distributed
fault tolerant protocol is designed which replaces the faulty
node with a nearby sleeping node by waking it up and
using it as a replacement node. The simulation results show
that the proposed scheme improves the energy efficiency
and prolongs the network lifetime, while maintaining the
performance of tracking protocol.

The remaining of this paper is organized as follows:
In Section II related work is presented. Proposed scheme
is presented in Section III and experimental evaluation is
presented in section IV. Conclusion is given in Section V.
Mathematical notations used in proposed work are mentioned
in Table. L.

II. RELATED WORK

In Gabriel Graph (GG) based face structure [8], an edge is
valid between two nodes if there is no node inside the circle
formed by the edge as a diameter, otherwise the edge is
invalid. In Relative Neighborhood Graph (RNG) based face
structure [23], an edge exists between two nodes if there is
no node inside the intersection area of their communication
circles. In both structures, all the nodes in network become
part of topology. In dense WSNs, where nodes lie very close
to each other, the resulting topology will consist of large
number of faces which will be very energy consuming. In
[24], a redundancy aware face structure is proposed in which
redundant nodes are not included while building the topology
of the network. Redundant nodes are identified by analyzing
the coverage of the network. If the sensing area of a node

TABLE 1
MATHEMATICAL NOTATIONS

Notation Meaning
AN Active Node
SN Sleep Node
By Boundary Node
AEN Active node that has made edges
1SN Invalid Sleep Node
F Face
B beacon node
C coop node
ctp coop track packet
bup beacon update packet
At Time interval of battery monitoring
TL1 First battery threshold level
TL2 Second battery threshold level
N Nearest sleeping node
R, Replacement Node
Ny Node whose battery is depleting
Ey List of edge nodes of Ny
Eg4i] A node in Ey

is already covered by nearby nodes, the node is considered
redundant.

In face based tracking, object is tracked through faces
in the network. One or more nodes in every face will be
responsible for tracking the target. A mobile sink/tracker may
be chasing the target in the network by getting information
through representative nodes in each face. Many object
tracking protocols have been designed using face structure in
WSNs such as [11], [12]. These protocols can be divided into
prediction based and non-prediction based tracking protocols.

The prediction based protocols such as [25], [26] aim to
track the target using as less number of nodes as possible
and focus on developing a prediction mechanism to predict
the future location of the target. The nodes in the predicted
region are awaken to continuously track the target hence they
are more energy efficient, but they can lose the target very
easily if it doesn’t move to the predicted area and a target
recovery mechanism will have to be invoked to rediscover
the target.

In non-prediction based protocols such as [27], [28], [13],
[29], a target is usually trapped by one or more faces, to
track the target. The target will be tracked in whichever
direction it moves, because it is covered from all sides. Hence
no prediction is required to predict the future position of
target. Non-prediction mechanisms are more accurate than
prediction based mechanisms as they don’t lose the target
easily. However, they are more energy consuming depending
on how many nodes are tracking the target at a time. In [27],
a dynamic object tracking (DOT) solution is provided using
face architecture. It uses the spatial neighborhood discovery
algorithm to track the target. Sensor node that is nearest to
the target acts as beacon node and wakes up all its spatial
neighbor nodes to cooperatively track the target, in order to
avoid losing target tracks. However, waking up all the spatial
neighbor nodes consumes a lot of energy. In this work, no
prediction mechanism is applied to predict the future position
of the target.

In [28], only the beacon node and one of its immediate
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neighbor nodes cooperatively track the target. Beacon node
is responsible for communicating with the tracker. A beacon
node determines the next beacon node based on a prediction
mechanism. In Face-based Object Tracking Protocol (FOTP)
[13], a hexagon based prediction mechanism is designed to
reduce the number of awaking nodes. Instead of waking up
all the spatial neighbors, this algorithm proposes a hexagon
based prediction mechanism to predict the future location
of target. One drawback of this approach is that, target can
easily be lost since prediction generates future location based
on only the current and prediction location. If the target is
moving fast, it will be lost by the time spatial neighbors are
activated, and then all the sensor nodes will need to wake
up to recover the target. Secondly, random soldier nodes are
used to detect the entrance of target. The target may not be
detected at all until it comes in the vicinity of one of the
soldier nodes. In [29], a Prediction Based Object Tracking
approach (POOT) along with two target recovery schemes
are presented. To detect the presence of target in network,
the source uses the flooding mechanism. The target can be
detected by more than one nodes, and the nearest node to
the target takes the responsibility of tracking the target.

All the above face based tracking protocols have not
focused on building a new planar topology for better energy
efficiency and prolonging the lifetime of WSNs. In our
proposed approach, we design a new face structure that
has the main goal of reducing the energy consumption and
prolonging the network lifetime. In the new proposed non-
prediction based target tracking algorithm, only the face in
which target is present is used to track the target. The target
crossing a face is detected using an edge detection algorithm.
Upon edge detection, the forward polygon is informed that
the target is approaching and the nodes in forward polygon
wake up and wait for the target to enter the face.

In the literature, fault tolerance has been studied in various
aspects categorization of fault tolerance techniques is cen-
tralized vs. distributed [30]. In a centralized fault tolerance
approach, the nodes will have to send their data to base
station and the base station node will implement the fault
tolerance mechanism. In a distributed fault tolerant protocol,
nodes can detect faults and recover from faults locally
without any communication with the base station.

Although fault tolerance has been extensively studied in
WSNs, not much work has been done in face based WSNs.
In [31], a fault tolerance protocol is presented which suggests
merging two or more faces into one single face. Merging of
faces is done once the fault is detected in the network.

Some other face based target tracking protocols presented
target recovery protocols in case of target loss. Target loss
can happen as a result of faults in the network like node
failures, link failures etc. A target recovery mechanism tries
to find the target by gradually increasing the number of
active nodes where the target was last found. Most papers
such as [32], [26] that work with face based target tracking
protocols, focus on target recovery mechanism in case of loss
of tracking of target. In [32] a target recovery mechanism is
given in which the neighbor sensors close to the monitor
node try to relocate the target. If the target is not found
all the nodes in the face cooperate to find the target. If the
target is still not detected, all the neighbor sensors in close
vicinity of the face try to recover the target. If all tries fail,

the network returns to the initial state where every node in
the network tries to relocate the target. In [26] in case of
target loss. If the target does not move to the predicted face,
the target is assumed to be missing and the target recovery
mechanism is triggered. Firstly, the previous face is awaken
to check if the target is still there. If the target is not found,
the vicinity faces are awaken one by one until the target is
found. Lastly, if the target is not in any of the vicinity faces,
the entire network will be awaken to find the target.

In this paper, we propose a new fault tolerance technique
which replaces the faulty node with the nearest redundant
node in a distributed manner, that prolongs the network
lifetime. This approach tries to avoid the loss of target by
immediately trying to replace the faulty node as soon as the
fault is detected.

III. DISTRIBUTED FAULT TOLERANT TARGET TRACKING
PROTOCOL FOR NEW FACE-BASED WSNS

In this section, we describe the proposed scheme. The
proposed scheme includes three new algorithms: energy-
based face structure algorithm, target tracking algorithm
which uses the proposed face structure to track an object and
finally fault tolerance algorithm that replaces the faulty node
with the nearest redundant node to avoid network partitioning
and to prolong the network lifetime.

A. Energy-based Face Structure

The proposed energy-based face structure algorithm re-
quires that each node makes edges at individual time, hence
a distributed scheduling algorithm is used for this purpose. At
first, the nodes will gather the information of their commu-
nication neighbors using neighborhood discovery protocol.
Then each node will make edges, at its assigned time slot.
A node will make edges with nodes that are farthest in
sensing range and put the nearby nodes to sleep state by
running the proposed edge making procedure . Once all
the nodes have made edges, the result is the proposed face
structure where nodes that made edges have become part of
topology and remaining nodes have gone to sleep state. Next
every node runs a face discovery procedure to discover the
spatial neighborhood nodes. The details of the face structure
algorithm is described in the following procedures:

1) Neighborhood Discovery Procedure: In this procedure,
the information of the neighboring nodes is gathered by
sending broadcast packets by each node. A broadcast packet
is a packet which is transmitted without any recipient node
address and all the nodes in communication range will hear
the broadcast [33]. According to the neighborhood discovery
procedure, the recipient nodes will save the sender node as a
communication neighbor in their memory. A communication
neighbor is one-hop neighbor of a node with which a direct
communication link exists.

The neighborhood discovery procedure in algorithmic
form is given in Fig. 1. The update_Neighbor_Table func-
tion stores the information of communication neighbors in
memory along with their ids and locations.

2) Boundary Discovery of the Network Procedure: Once
the neighbor nodes are discovered the next step is to discover
the boundary of the network to ensure that boundary nodes
are not put to sleep state and the boundary of the network
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Require: ()
Ensure: Set of communication neighbors
1: INITIALIZATION: send Broadcast Discovery packets
2: if Received Broadcast Discovery Packet then
3:  update_Neighbor_Table()
4: end if

Fig. 1. Neighborhood Discovery Algorithm

remains intact. The boundary of the randomly deployed WSN
can be discovered using a distributed boundary discovery
procedure [34], [35]. The goal is to discover the minimum
perimeter coverage of the network i.e. the minimum number
of nodes that are covering the perimeter of the network will
be declared as boundary nodes. For this purpose, minimum
perimeter coverage procedure from [34] is used.

3) Distributed Slot Scheduling Procedure: Each node runs
the edge making procedure where it makes edges with some
nodes in its sensing range and puts some nodes to sleep state.
Since some nodes will go to sleep state, the edge making
process of one node will affect the edge making process of
other nodes. The nodes that go to sleep state should not make
edges and the nodes that have been made edges with, will
not be put to sleep state. A distributed scheduling procedure
[36], [37] is used to schedule the time slots for each node in
which it will run the edge making procedure in a distributed
manner.

4) Edge Making Procedure: In this procedure, each node
makes edges according to the proposed edge making criteria.
Every node works at its own allotted time assigned using the
distributed scheduling procedure. Edge making procedure is
used by nodes in the network for building the proposed face
structure. A node tries to make edges with the nodes that lie
inside its sensing range and sort them based on the distance
from farthest to nearest nodes. Then, the node checks the
validity of the edges with each node in the sorted order,
starting from farthest node. If there is a node inside the circle
formed by the possible edge as diameter, the node will check
if it can be put to sleep state. If the node is a boundary
node By, it will not be put to sleep state, because making
a boundary node asleep will result in reduced boundary of
the network.

If the network is represented as a graph G = (V, E), nodes
in the network represent the vertices V' of the graph and
communication links between nodes represent the edges E.
In proposed face structure, if a node has two neighbors, it
will pick the farthest neighbor node and check the validity
of edge with this node.

An example of a node making edges with all its
sorted neighbors according to edge making criteria is
shown in Fig. 2. Node nl has five neighbors inside sens-
ing range [n2,n3,n4,nd5,n6], given in sorted order as
[n3,n4,n2,n5,n6]. nl checks the validity of edge with n3,
nb is lying inside the circle formed by the edge ey, ,,, and
it is not a boundary node, hence it is put to sleep state, and
an edge is made. Then, n1 checks the validity of edge with
n4. ne 1s lying inside the circle formed by edge e, as
diameter and it is not By hence it is put to sleep state and
edge ey, n, is termed valid. Next node in the sorted list is
ng, and there is no node inside the circle formed by edge
ényn, as diameter, hence it is also valid. Next in the sorted

Fig. 2. Edge Making for Proposed Face Structure

Require: Nodes in sensing range
Ensure: Edge nodes and sleep nodes
1: Sort_Sensing_Neighbors()
2: for all sorted nodes do
3:  if active node then
4: if no /gy node inside circle formed by edge as
diameter then

5 edge is valid
6: else

7 edge is invalid
8 end if

9: end if

10: end for

Fig. 3. Edge Making Algorithm

list are ns and ng, which are both asleep.

Initially, there were only active nodes (A ) and boundary
nodes (By) in the network. Once nodes have started making
edges, there will be two more types of nodes in the network,
sleep nodes (Sy) and nodes that have made edges (AEy).
These nodes broadcast their information so that their neigh-
bors know their current status. The sleep nodes will not make
any edges.

When further nodes make edges, they will check if a node
in their sensing range is a sleep node and they will not make
edges with sleep nodes. It is also possible that Sy or AEN
lie inside the circle formed by the edges as diameter. In case
of Sy, edge will be valid because it is already a sleep node.
If Sy or Ay lie inside the circle formed by the edge e
between nodes u and v, the edge e is valid. In case of Ay,
it will be put to sleep state. Sy does not need to be put to
sleep state because it is already asleep.

In case of AEy, edge will be termed invalid, because it is
a node that has already made edges. If it is put to sleep, its
edges will be broken. If its edges had put some other nodes
to sleep, they will have to be awoken. It can be called reverse
effect in which the process that has already been done needs
to be undone. In order to avoid reverse effect the edge is
termed invalid.

Edge between u and v is invalid, because a boundary node
By or AEy lie inside the circle formed by the edge. Since
these nodes cannot be put to sleep, they are called invalid
sleep nodes ISy .

Edge making procedure in algorithmic form is given in
Fig. 3.
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Fig. 4. Coverage of edge in energy-based face structure

Further in this section, few characteristics of energy-based
face structure are discussed, such as, coverage property,
condition on minimum number of edges, and proof that
proposed face structure is a planar graph.

a) Coverage Property of Edges: All the edges in pro-
posed face structure are fully covered as one node makes
edges with nodes that lie inside the sensing range. Hence,
a node leaving a face by crossing one of its edges will be
detected. This ensures that a target can never be lost due to
escaping the network through a coverage hole. As shown in
Fig. 4, an edge e between nodes u and v is covered by sensing
ranges of both nodes. Even if one node dies the other node
will be able to detect the presence of target in the intersected
region.

b) Condition on Minimum Number of Edges: For a
node to make a face, it needs to make at least two edges. If a
node makes less than two edges it will result in incomplete
face structure as shown in Fig. 5. In Fig. 5a nl has three
nodes in its sensing range n2,n3, &n4d, it made edge with
n4 and put n2 and n3 to sleep. Now there are no other nodes
to make edges with, hence n1 is only able to make one edge,
so it cannot make even one face. In this scenario, proposed
face structure is incomplete.

If such a case occurs, in which a node is unable to make at
least two edges, it will try to make Gabriel edges. In Fig. 5b,
node n1 made Gabriel edges with nodes n2 & n3. Hence, it
made a complete face.

c) Energy-based Face Structure is Planar Graph: The
proposed face structure is a planar graph, i.e. there are no
crossing edges in the graph.

In Fig. 6a, a fully connected graph between nodes
p,q,r&s is shown. The e6 and e5 are crossing each other,
hence the fully connected graph between these nodes is not
a planar graph. If p checks the validity of edge e6 with ¢ as
shown in Fig. 6b, nodes r & s lies on the circle formed by
the edge e6 as diameter.

In the proposed graph, if node p makes edges first, it will
pick the farthest node ¢ and check the validity of edge e6.
Nodes r & s are lying on the circle formed by the edge e6
as diameter, so they are put to sleep. Hence, the proposed
graph does not have any crossing edges as shown in Fig. 6c.

An example of energy-based face based WSN is shown
in Fig. 7. nl, n4, nl0, nl1, n20, n27, n35, n37, n38, n39,
n40, n31, n26, nl8, n5, & n3 are boundary bodes of the
network. Some nodes have been put to sleep and did not
make any edges. Even though, coverage of the network is
reduced due to putting nodes to sleep state, but the edges
between the nodes are still covered. This property will be
crucial in designing the target tracking procedure.

5) Face Discovery Procedure: After the face structure is
built, every node knows the information of its immediate
neighbors N;,, but is not aware of its spatial neighbors
Np. Immediate neighbors are the neighbors to which a
node has made edges. These are also called direct neighbors.
The number of faces, the nodes is adjacent to is equal
to the number of edges of nodes. All nodes in adjacent
faces of a node are called its spatial neighbor nodes. To
get the information of these nodes, a node needs to run a
face discovery procedure [6] in which the information of
all the nodes in adjacent faces is gathered. As shown in
Fig. 7, node n23 has three adjacent faces F'8, F'10, F'11
and has three immediate neighbors n14,n24,n27. All the
nodes in adjacent faces are its spatial neighbors that are
n27,n35,n37,n38,n24,n5,nl4, nl3.

B. Distributed Target Tracking Protocol

Before the target tracking is triggered, all the nodes in
network that are part of face topology are in a sleep-awake
periodic state also called duty cycle to conserve energy
where nodes wake up periodically to check for any incoming
messages and if there is no message, they go back to sleep
to save energy [38]. First step as soon as, the target crosses
the boundary of the network, it is detected and all the nodes
in the network are in sleep-awake periodic state where they
become active upon receiving a message. The nodes that
detect the target, start the tracking process and the remaining
nodes go back to sleep-awake periodic state.

The proposed target tracking procedure has following
characteristics.

« Due to the fact that each edge is covered by two nodes,
a target cannot cross an edge without being detected by
the two nodes on the crossing edge.

« No prediction mechanism is required.

e Only the nodes of face in which target is located
cooperate with each other to track the target.

The proposed target tracking procedure does not require
prediction to track the target as the face envelops the target
in which the target is located.

1) Target Detection: When target detection is triggered,
a node becomes active and starts sensing the environment.
If the target moves into the sensing range of a node it
will be detected by the node. The location of target can be
calculated using a distributed target localization technique
[39], [40]. The nodes that do not sense any target in their
vicinity, go back to default duty cycle state. The nodes that
are sensing the target check if they are the nearest node to
the target. Since a node has the location information of its
neighbor nodes, it can calculate if it is the nearest node to
the target. Among all the nodes that are sensing the target,
the node that is the nearest node to the target becomes
the representative/beacon node (B) and the nodes that are
detecting the target but are not the nearest node go back to
the default duty cycle state. A beacon node is responsible
for asking the nodes to cooperatively track the target and
communicating with mobile sink node.

The beacon node will detect the face in which the target is
present using a face detection procedure. The face detection
procedure is designed using the “point in polygon” problem
[41] from computational geometry. In this problem, it is
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n5 n8

nl

n3
(a) Proposed graph

Fig. 5. Condition on minimum number of edges

pq

(a) Fully connected graph
as diameter

Fig. 6. Proof that proposed face structure is planar graph

Fig. 7. Proposed Face based WSN

found if a point lies inside a polygon or not. Since a node
has the information of its adjacent faces, it will take its faces
as polygons and target as point and find out in which face
the target is present by solving the point-in-polygon problem
for each face. When the face in which the target is present
is found, the target detection process is complete. Next, the
beacon node will start the target tracking process by asking
the nodes in face, in which target is present, to become active
and start tracking the target.

Fig. 8 presents target detection algorithm where each
node senses the environment and the node nearest to the
target becomes beacon node and remaining nodes go back
to default duty cycle state.

2) Target Tracking: Once the beacon node has de-
tected the face in which target is present, it forwards a
coop_track_packet (ctp) in the face to ask the nodes in that
face to cooperatively track the target. As shown in Fig. 10a,
the target is detected in face F1 by beacon node B1 and it
sends a ctp in face F1. The ctp travels in the face using right
hand rule. The nodes that receive this packet become active,
update their status as coop nodes (C') and start tracking the
target. A coop node is a node which tracks the target on
the request of beacon node. This way the whole face has
completely trapped the target and it cannot leave the face

(b) circle around e5 & e6

n5 n8
o nlo0

(b) Gabriel graph

(c) Proposed graph

Require: ()
Ensure: selection of beacon node
1: if sensing the target is true then

2 if nearest node is true then
3 if beacon node is true then
4 face_detection()

5: target_tracking()

6 else

7 default duty cycle state
8 end if

9: else

10: default duty cycle state
11:  end if

12: else

13:  default duty cycle state

14: end if

Fig. 8. Target Detection Algorithm

without being detected.

The target is tracked by beacon and coop nodes at periodic
intervals. At each interval the location of the target is taken
and is stored in a list by each tracking node. The current
and previous location of target forms a small segment of
target trajectory and each node checks the intersection of path
segment with its two adjacent edges to the face containing the
target. If at any point, the target is leaving the face through
an edge e, the intersection of target trajectory segment with
edge e will be detected by the nodes to which that edge
belongs. As shown in Fig. 10b, the target leaves the face by
crossing the edge e4 and the intersection of target path with
edge e4 is detected by the nodes C3 & C4.

Once the target leaving the face by crossing an edge is
detected, one of the nodes of the edge that is nearest to the
target will become new beacon node. The new beacon node
will send a beacon_update_packet (bup) in the old face which
the target left. The coop nodes upon receiving the bup packet
will give-up their coop status and stop tracking the target and
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1: while sensing the target do

2:  store the location of target in memory

3:  check for intersection with edges adjacent to current
face

4 if intersection is true then

5 if nearest node to target then

6: beacon node is true

7 send BEACON_UPDATE_PACKET to previous
face

8: send COOP_TRACK_PACKET to current face

9: end if

10: end if

11: end while

Fig. 9. Target Tracking Algorithm

go back to sleep-awake periodic state. The old beacon node
upon receiving the bup packet will give up its beacon status
and stop tracking the target. Since the bup packet is sent by
the new beacon node, it will store it as next beacon node.
It will remain active for the purpose of communicating with
the mobile sink node when it inquires about the target. When
the sink will reach this beacon node, it will guide the sink
to the next beacon node.

On the crossing edge e4 in Fig. 10b, among the nodes C'3
& C4, C4 is the closest to the target, hence it becomes the
new beacon node B2. B2 sends a bup packet in face F1 as
shown in Fig. 10c. B1 will store B2 as next beacon node.

The new beacon node will send a coop_track_packet (ctp)
to the new face in which the target is present now. The nodes
in new face upon receiving ctp packet will become active,
update their status as coop nodes and start tracking the target.
As shown in Fig. 10d, new beacon node B2 sends ctp packet
in face F2 and all the nodes in face F2 become coop nodes.

Fig. 9 presents target tracking algorithm. Target tracking
is a process of sensing the target until it is present in the
sensing range and reading its location at set intervals. While
the node is sensing the target, it checks for the intersection
of target trajectory with its edges adjacent to the current
face. If the target crosses and edge the intersection will be
detected. If the node that detected the intersection is nearest
to the target, it becomes the new beacon node and sends
a beacon_update_packet in the previous face to inform the
nodes to stop tracking the target and a coop_track_packet in
current face to ask the nodes to start tracking the target.

When a mobile sink will enter the network, it will go
to first beacon node and will ask it about the location of
the target, if the beacon node has target in its vicinity, it
will inform the sink node about target’s location else it will
provide the information of next beacon node. Mobile sink
will follow the trail of beacon nodes until it reaches the last
beacon node which still have the target in its sensing range,
hence the sink node will eventually capture the target.

C. Fault Tolerance Mechanism

When the battery of a node is depleted completely, it
will die and its edges will break too causing partitioning in
the network. The time of failure of a node due to battery
depletion can be predicted ahead of time by monitoring
battery voltage. Hence, the fault tolerant mechanism can be

triggered before the complete failure of node. Since we have
sleep nodes in network it is a good idea to use them to replace
the faulty node. The fault tolerant mechanism makes use of
the sleep nodes in network as replacement nodes to keep the
network functioning for as long as possible.

Two battery threshold levels are defined, first thresh-
old level (T'L1) and second threshold level (1'L2), where
(T'L2 < TL1), for complete execution of fault tolerance
procedure.

When the battery level of node reaches below first thresh-
old level (T'L1), the nearest sleeping node from one of
its faces is selected to be the replacement node and a
“replacement node packet” is sent asking the sleeping node
to become the replacement node. The dying node will also
send the information of its edges in the “replacement node
packet”.

The sleeping node will wake up upon receiving the re-
placement node packet” and will store the information of
edges of dying node sent in the packet. It will remain awake
and will wait to receive another message from the dying
node.

Once the battery level reaches below second threshold
level (T'L2), it break its own edges and informs its neighbor
nodes to break edges with it, sends another message to
the selected replacement node and then goes to sleep. The
replacement node on receiving the second packet will make
edges using the edge making algorithm. It will only consider
the nodes with which the dead node had edges with and the
information of these nodes was sent in replacement node
packet.

Two battery threshold levels are used so that, a node has
enough time to select a replacement node and send it the
information of its edges. After the second threshold level, a
node has enough time to inform its immediate neighbors to
break edges.

1) Replacement Node Selection: A node N, is monitoring
its battery at small time intervals As. When the battery level
of the node reaches below T'L1, it searches for the nearest
sleeping node in its sensing range. Since each node stores
the information of its neighbors in the form of a neighbor
table, it sorts all the sleeping nodes from the neighbor table
and finds the nearest sleeping node N;. It is possible that a
node does not have any sleeping node in its range, in that
case, selection of a replacement node is not possible. Once
the nearest sleeping node N, is selected, N4 has to check
if N lies in one of its adjacent faces. Since N; knows the
location of N, this is a point in a polygon problem, where
N is a point and adjacent faces of N, are polygons. In point
in a polygon problem, it is checked if a point lies inside a
polygon [41]. If N; lies in one of the adjacent faces of Ny, it
is selected as a replacement node R,,. Otherwise, N, cannot
be selected as R, because it will not be able to make edges
with edge nodes F4 of Ng.

Upon successful selection of Iz, Ng will send a “replace-
ment_node_packet” to I, containing the information of its
edge nodes 4. It;, will wake up on receiving this packet and
stores the received data in its memory and waits for further
messages from Ng.

2) Edge Formation: An edge making algorithm is used
by replacement node R, to make edges. R, has a list of
nodes g to make edges with provided by Ng. R, will try
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Fig. 10. Target tracking scenario

to make edges with each node in the list E/; one by one.

The replacement node cannot decide the validity of edges
on its own as once it was put in sleep state it had no infor-
mation regarding the surrounding area or neighbor nodes. So
it sends an “is_valid_edge_packet” to each node in E,; one
by one. The recipient nodes will check the validity of edge
with replacement node using the edge validity algorithm and
will reply with an “edge_validity_reply_packet” indicating
the validity of edge with Iz,,.

Before replying to replacement node, the recipient node
runs a two-step process; 1) edge validation step and 2) edge
reformation step. In the first step, it is checked if the edge
is valid or not. The second step will be performed in case
the edge is valid. In the second step, it is checked if some
reformation of edges is required or not. We may need to
reform some edges i.e. break old edges to make new edges.

a) Edge Validation Procedure: The edge validity crite-
ria is very similar to the edge validity criteria of edges in
proposed face structure i.e. an edge is valid if there is no
active node that has already made edges inside the circle
formed by edge as diameter.

The R, node will ask all nodes in Eg, one by one, if
the edge of R, is valid with these nodes. The edge of
replacement node R, with Ey[i] is valid if there is no node
with edges inside the circle formed by the edge as diameter,
otherwise, the edge with replacement node is invalid. E4[i]
will check the possibility of edge with Iz, because it has the
information of all the nodes in neighborhood.

An example of edge validation is shown in Fig. 11. Node
nb asks n6 if the edge between n5 and n6 is valid. Node
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Fig. 11. Edge Validation Example

n6 checks if any of its edge nodes E4[n2,n3] come inside
the circle formed by the possible edge as diameter. Since no
nodes come inside the circle, the possible edge is valid. n6
replies n5 with the validity of the edge.

b) Edge Reformation Procedure: In case the edge be-
tween Ey[i] and R, is valid, the edge reformation step will
be performed in which it will be checked if any reformation
of edges is required. E4[i] checks if R, is coming inside the
circle formed by any of the edges of Fy[i] with its immediate
neighbors. In that case, already existing edges of Fy[i| are
becoming invalid, hence the reformation of edges will be
required.

Before, the replacement node R, was a sleep node and
had no effect on any of the edges, but now it is active and
has made edges, so the validity of other edges around it need
to be checked again. If an edge of F,[i] with its immediate
neighbor has become invalid, it will be broken and E,[i] and
its immediate neighbor node will be connected R,,.
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Fig. 12. Edge Reformation Example

An example of edge reformation is shown in Fig. 12. Node
n6 after deciding that edge with replacement node n5 is
valid, checks if any reformation of its edges is required. n6
has edges with nodes n2&n3. It checks if n5 lies inside the
circle formed by any of its edges as diameter. Since, nb does
not lie inside any of the circles, no reformation is required.

When node n7 was about to die, it selected node nb as
replacement node. Node n7 had edges with nodes n9, n3 and
n6. Node nd successfully made edges with these nodes. n3
had an edge with n8 which broke during edge reformation
and n8 connected to replacement node nb.

After edge validation and edge reformation procedures are
complete, the final step is the face discovery of newly formed
faces. The replacement node n5 will run the face discovery
procedure and discover its faces, which are [nb, n3, n6]
and [n5, n3, n9, n8]. Then nb will send a face information
packets in its faces to inform the nodes in faces about the
discovery of new faces.

1V. EXPERIMENTAL EVALUATION

In this section the performance of proposed distributed tar-
get tracking (DTT) protocol is compared with dynamic object
tracking (DOT) protocol [27] and face track protocol [31].
The proposed work and related work have been evaluated
through extensive simulations in Castalia-3.2 framework [42]
in OMNeT++ v3.4 network simulator. The distributed target
tracking (DTT) procedure and fault tolerance procedure is
simulated on energy-based face structure (EBFS). DOT [27]
and face track [31] are simulated on Gabriel-based face
structure (GBFS). The performance of these approaches is
compared in terms of energy consumption, lifetime and
accuracy.

A. Performance Metrics

Performance is evaluated by using following performance
metrics:

1) Energy Consumption: Average energy consumption
in building the face topology and running target tracking
procedure .

2) Lifetime of Network: The average amount of time until
the first node in the network dies. [43]

3) Accuracy of Target Tracking: Tracking accuracy is
determined as number of successful tracking events out of
total number of tracking events.

B. Simulation Settings

The nodes are deployed in a network of 40m x 40m in 2D
square plane in a random distribution manner. Face structure

TABLE 11
NUMBER OF SLEEP NODES FOR DIFFERENT DENSITIES

Number of Nodes (n) Sleep Nodes Density of Network (n/ m?2)
50 9 0.03125
100 15 0.0625
150 22 0.09375
200 29 0.125

is built on 50, 100, 150 and 200 sensor nodes. The wireless
communication links between sensor nodes are bidirectional.
A target in the sensing range of node can be localized using a
target localization procedure . All the nodes in network have
same communication and sensing range. The communication
range (r.) of a node is set at greater than or equal to twice the
sensing range (r,) of node i.e. (r. > 2r). In the simulations
the sensing range of nodes is 5m and communication range
of nodes is 10m.

All nodes in network synchronize with the sink in first
1—10 ms. The default speed of target is 1 m/s and default
background noise is set to zero.

The simulation begins by sensor nodes gathering informa-
tion of neighbor nodes. Once the information of neighbor
nodes is gathered, face topology is built and face discovery
procedure is run for the purpose of face recognition. Initially
100s time is set for topology construction phase and 10s is
set for running face discovery procedure . At this point, the
network is ready for target tracking. The target is introduced
in the network at a random time and random location. The
target moves in the network in a random path. Target tracking
is triggered when the target is detected by the network. The
experimental results are averaged over 100 simulation runs.

The initial energy of nodes is set to 50 J. For wireless
communication between nodes, CC2420 radio parameters are
used in simulations. CC2420 is IEEE 802.15.4 compliant RF
transceiver that is low cost, low power and highly integrated
solution for robust wireless applications [44]. The radio
works in three modes transmit (7' X), listen (R.X) and sleep.
In transmission mode the power consumption is 42.24 mW
at transmission level of -5 d Bm. In listening mode, the power
consumed is 62 mWW, and minimum power consumption is
in sleep mode i.e., 1.4 mW.

C. Simulation Results

Once the face structure is built, some number of nodes
have become asleep depending on the density of the network.
Density of the network is defined as number of nodes per unit
area of the network [45]. Simulations have been performed
for various densities of the network as shown in table II.

1) Evaluation of Energy Consumption and Network Life-
time: The average energy consumption and average lifetime
of the network for the proposed distributed target tracking
(DTT) protocol is compared to the DOT [27] and face track
[31] procedure as shown in Fig. 13 and Fig. 14.

The energy consumption of the distributed target tracking
(DTT) is much less than face track and DOT procedure .
This is mainly due to the presence of sleep nodes in the
network, as nodes in sleep state consume least amount of
energy. Less energy consumption means nodes will be active
for longer periods of time i.e. the life time of network will
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be improved. The energy consumption of DOT procedure is
higher than face track procedure due to the involvement of
all spatial neighborhood nodes in target tracking as compared
to only one face tracking the target in face track procedure .
Both these procedures don’t have any sleep nodes in the
network hence the gap between proposed procedure and
related procedures is larger as compared to gap between DOT
and face track procedure .

2) Evaluation of Accuracy: The accuracy is defined as
the number of successful target tracking events among total
number of events. The total number of tracking events in
each simulation is 100. Many factors can affect the accuracy
of target tracking such as, the speed of target, background
noise in environment and duty cycles of nodes.

a) Effect of Speed on Accuracy: The effect of speed
of target on accuracy is studied at low speeds (1-10 m/s)
and high speeds (20-50 m/s). At low speed, the effect on
accuracy is almost the same for face track and distributed
target tracking (DTT) procedure because in both of these
procedures only the face in which the target resides is
tracking the target as compared to DOT in which all the
spatial neighborhood nodes are cooperatively tracking the
target as shown in Fig. 15.

At higher speeds (20-50 m/s), a target may escape a face
very quickly before being tracked by the face resulting in loss
of tracking. At such speeds, the accuracy of distributed target
tracking (DTT) procedure becomes better than face track
procedure, because the faces in proposed face structure are

generally bigger in size than Gabriel face structure. Hence,
the target will need more time escaping a bigger face, as
compared to small faces. The effect of high speeds of target
on accuracy is shown in Fig. 16.

b) Effect of Duty Cycle on Accuracy: The duty cycles
of nodes play a great part in determining the accuracy of
the network. When the face topology is being built, all the
nodes are fully active i.e., duty cycle of every node is 1.0.
The nodes that go to sleep state, are at the duty cycle of
0.1. After the face topology is built, default duty cycle of
the nodes that are part of topology can be varied from 0
to 1, to see its effect on accuracy. Once the target tracking
is triggered, the nodes that are involved in target tracking
are fully active and the remaining nodes are at default duty
cycle to save the energy. The default duty cycle of nodes
will impact the accuracy of target tracking as the nodes in
next face will be sent a coop_track_packet to activate them
and start tracking the target.

The trade off between accuracy and energy consumption
can be achieved by setting an optimal value of duty cycle.
For low duty cycles, the energy consumption will be low but
the accuracy will also be less and for high duty cycles the
accuracy will be high but the energy consumption will also
be high.

As shown in Fig. 17, the accuracy for duty cycle of 0.1 to
0.5 is from 50% to 70%. For the duty cycle of 0.6 to 1.0 the
accuracy of the tracking increases to a range of 70% to 90%.
The accuracy of distributed target tracking (DTT) procedure
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and face track procedure is extremely similar due to the fact
that both these procedures use only one face at a time to
track the target. The DOT procedure has higher accuracy at
all duty cycles. This is mainly due to the fact that, in DOT
procedure the beacon node asks all its spatial neighbors to
cooperatively track the target.

c) Effect of Background Noise on Accuracy: The back-
ground noise in WSNs in practical scenarios is never zero
and it affects the performance of WSNs. Messages can be lost
and communication links quality can vary greatly in presence
of back ground noise.

All the experiments before are performed under ideal
channel conditions i.e. the background noise is zero and
the communication links between nodes are perfectly bidi-
rectional. In this experiment, the procedure is simulated
under more practical conditions for various levels of noise
ranging from 1 to 6. The accuracy of tracking decreases with
increasing levels of noise due to the occurrence of tracking
errors as shown in Fig. 18. The accuracy of DOT procedure
is still higher than our proposed procedure and face track
procedure because of more number of faces tracking the
target at the same time.

3) Evaluation of Fault Tolerance: The fault tolerance pro-
cedure is implemented on proposed energy-based face struc-
ture. Its performance is analyzed in terms of improvement
in lifetime as compared to when no fault tolerant procedure
was implemented. When the fault tolerance mechanism is
active in the network, the lifetime of the network improves

as the node whose battery reaches a critical threshold level is
replaced by selecting a nearby sleeping node as replacement
node.

The first threshold level T'L1 of node is set at 10% and
the second threshold level T'L2 is set at 5% of remaining
energy. The network lifetime is increased in the range of
16% to 25% depending on the number of sleep nodes in the
network. For 50 nodes the increase in lifetime is 16% and
for 200 nodes the increase in lifetime is 25% as shown in
Fig. 19.
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V. CONCLUSION

A new distributed fault tolerant target tracking scheme
for new face-based WSN has been proposed. The proposed
scheme includes a new efficient energy face structure which
is better than existing one in terms of energy efficiency and
lifetime of the network. The proposed face structure does not
consist of all the nodes in network, instead some nodes are
put in sleep state while ensuring the coverage of edges in the
network. Also, proposed scheme includes a distributed target
tracking algorithm is designed for proposed face structure,
utilizing the property of the face structure that the edges are
covered. The edge coverage property ensures that a target
leaving a face is always detected. Moreover, due to the
presence of sleeping nodes in the network, a distributed fault
tolerant procedure is designed to use sleep nodes in network
as replacement nodes in case of node failure to recover from
faults. This approach maintains the network performance
for as long as possible by avoiding the partitioning in the
network.
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