
 

 

Abstract— From the past decade, the utilization of the cloud 

environment has been increased drastically. Many web 

applications are relying on the computing environment of the 

cloud. Therefore, resource scheduling for the client tasks is 

treated as the major issues challenged by the cloud. This paper 

concentrated on client QoS requirements and developed the 

optimized scheduling mechanism. The Optimized scheduling 

mechanism using ACO algorithm (OSACO) is proposed to 

reduce the energy, cost and time. The proposed OSACO 

algorithm performance is compared with the existing 

algorithms. The simulation results proved the effective 

optimization compared to the other existing algorithms. 

 

Index Terms— Ant Colony, Computational cost, Energy 

Consumption, Task scheduling. 

 

I. INTRODUCTION 

LOUD computing offers many services by using the 

pay-as-you-use policy [1]. The cloud services that are 

offered to the clients having different components may be 

collected from different service providers. The cloud 

services must be offered by using the QoS parameters to 

satisfy the client’s requirements. However, execution of 

many tasks in single virtual machine leads to degradation of 

performance which leads to unsatisfactory of clients. 

Resource scheduling is the major issue faced by the cloud 

computing [2]. Assigning of tasks to the resources is a 

complex mechanism which can be solved using the 

optimization techniques. Heterogeneity, Dispersion are the 

major problems faced by the resource scheduling which 

cannot be solved by the traditional scheduling algorithms in 

cloud. Therefore, it is important to consider all these factors 

in developing the cloud services and applications.    
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Resource scheduling is the mechanism of allocating the 

proper resource to the particular task to improve the scaling 

advantage [3]. Less number of resources should be used for 

task execution with QoS.  In cloud computing, reducing the 

energy consumption is a major task at the time of task 

execution in the virtual machines (VMs). The energy is 

consumed due to the utilization of CPU, memory and hard 

disc.  The Green cloud is proposed to reduce the energy 

consumption and also to improve the utilization of CPU [7-

8].  In [9], the authors developed the green computing 

mechanism for cloud by managing the energy consumption 

as well as QoS requirements. 

In the resource scheduling mechanism, data centers, 

virtual machines, brokers and cloudlets are utilized for 

performing scheduling process based on client’s 

requirements [4]. Different Metaheuristic mechanism are 

developed to solve the scheduling issues in cloud computing 

such as GA [5] and PSO [6] algorithms. Ant Colony 

Optimization (ACO) is one of the efficient approaches used 

for optimization problems. ACO is a bio-inspired approach 

which is based on the pheromone value of the ants’ 

movement. This paper proposes the multi objective ACO 

approach which uses the pheromone value as the matching 

parameter to allocate the resources to the task. The 

remaining sections are structured as follows: Section 2 deals 

with the related work regarding the existing scheduling 

mechanism for cloud. Section 3 deals with architecture of 

resource scheduling in cloud. Section 4 deals with the 

Optimized scheduling mechanism using ACO algorithm. 

Section 5 explains about the result analysis of the proposed 

model and section 6 concludes the research work.  

II. LITERATURE SURVEY 

Resource scheduling is one of the challenging tasks in the 

cloud computing due to the dynamic nature of resources 

which are distributed geographically. Most of the research 

work is concentrated only on the resource scheduling 

mechanisms based on the client’s requirements. In [11], the 

author proposed the workflow scheduling mechanism to 

find the best possible solution based on the clients QoS 

requirements. The authors consider the execution time as the 

QoS parameter and showed the improvement in response 

time and they didn’t consider the cost as the QoS parameter. 

In [12], the authors developed the scheduling approach for 

homogeneous resources by reducing the energy 

consumption. The research challenge faced by the authors in 

resource scheduling is on demand provisioning. The 

applications can change the requirements and it is a typical 
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task to assign the resources to them. The authors proposed 

the algorithm based on the bids. This will balance the 

resource cost and also efficiently utilize the servers. 

In [13], Ashkan et al proposed the energy efficient 

scheduling model for cloud. The major functionality of the 

proposed algorithm is to manage the servers by applying 

sleep mode to the servers to optimize the energy 

consumption. In [14], authors proposed prediction and 

consolidation algorithm for energy efficient computing. This 

algorithm considers the workload prediction of the 

resources to schedule the VM. The major advantage of these 

algorithms is to optimize the energy consumption by 

reducing the underutilized server. In [15], the authors 

developed the Heterogeneous framework for finding the 

execution time of and communication time between the 

tasks. The task with highest rank is given the top priority for 

allocating the resources. The limitation of this algorithm is 

that it is concentrated only on execution time but not 

considered the cost.  

In [16], the authors proposed improved scheduling 

algorithm for resources scheduling in cloud. This algorithm 

considered the CPU utilization and resource availability as 

the objectives for the algorithm. The results proved the 

improvement in resource availability and CPU scheduling. 

The major limitation of the improved algorithm is 

makespan. In [17], the Fuzzy logic based Genetic Algorithm 

was proposed to optimize the task scheduling. The authors 

considered the task clustering as the major part in resource 

scheduling to finalize the decision. In [18], the authors 

concentrated on developing the heuristic approach based on 

the makespan and completion time for optimal scheduling. 

The drawback of the proposed approach is less 

concentration on energy consumption [26]. 

In [19], the authors developed the algorithm for 

partitioning the direct acyclic graph (DAG) and allocate the 

threshold finishing time for subtasks based on the 

requirements set by the clients. The algorithm allocates the 

resources to the partitions and the execution time is reduced 

with lower cost. 

In [20], the authors developed a backward scheduling 

algorithm called as particle critical paths (PCP). This 

algorithm considers time constraint at the time of scheduling 

process. This scheduling algorithm failed to reach time 

constraint and they have to be rescheduled using the MDP 

[25]. It involves high time complexity due to the number of 

reschedulings happen at the time of algorithm execution. 

III. PROCEDURE FOR RESOURCE SCHEDULING 

The process of resource scheduling is composed of four 

modules. In the first module, the tasks are analysed and 

grouped based on their resource requirements. In the second 

module, resource set is identified based on the available 

resources from the pool. In the third module, the tasks 

should be mapped with the appropriate resources based on 

the client specified QoS requirements. In the final module, 

the scheduling process is initiated for achieving the optimal 

satisfaction of the clients. The proposed method satisfies the 

requirements of the resource scheduling based on the clients 

QoS requirements. Figure 1 explains about the architecture 

of the proposed model. 

Bulk of Tasks 
Submitted by User

Task Analyzer

Resource Manager

Resource Scheduler
MOACO 

Resource 
Description

QoS Metric 
Data

VM1 VM2 VMn...

Resource Pool

 
Figure 1:  Model for Resource scheduling in Cloud 

 

Figure 1 shows the resource scheduling mechanism in 

cloud. The resource scheduling mechanism involved with 

different type of modules which are listed below: 

Bulk of Tasks:  The application submitted by the user 

contains bulk of tasks which are forwarded to the task 

analyser for further processing. 

Task Analyser: The major responsibility of task analyser 

is to analyse the different properties of the task to identify 

the suitability of the resource in the cloud. The task 

properties are not unique and they are different based on 

their QoS requirements. All the tasks submitted to the 

analyser will analyse the tasks depending on the QoS 

parameters. 

QoS Metric Data: This module computes the cost of the 

resources based on the task QoS requirements. 

Resource Description: The resource description contains 

the information about memory, CPU, cost, type of the VM.  

Resource Manager: This module performs the resource 

allocation to the tasks for execution. The resource allocation 

depends on the availability of the resources in the resource 

pool. If the requested resources are not available in the 

cloud then it request the user to resubmit the task after some 

time.  

Resource Scheduler: The resource scheduler is 

responsible for executing the allocated tasks to the resources 

efficiently. Section 4 describes about the procedure of 

proposed resource scheduling mechanism.  

A. Problem Formulation 

Resource scheduling is one of the major challenges faced 

by the cloud computing. Finding the best possible 

combination of task and resources based on the client’s 

requirements is a tedious mechanism. The client wants to 

reduce the cost and whereas the service providers have to 

decrease the energy consumption and execution time. In the 

proposed work, we are considering the multi objective 
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function such as reducing the cost, energy consumption and 

execution time. The problem formulation has been given 

below. 

Let us consider that there is set of independent tasks 

{x1,x2…xm} to be mapped with the set of heterogeneous 

resources{y1,y2…yn}.  

 

}1|{ niixX   

                          
}1|{ mjjyY                         (1)  

 

In Eq. 1, X denotes the collection of tasks and ‘n’ denotes 

the number of tasks, Y represents the collection of resources 

and ‘m’ denotes the number of resources. 

B. Objective Function 

The main goal of the proposed work is to reduce the cost, 

execution time and energy consumption. The objective 

function is formulated in Eq. 2. Further, the task allocation 

problem with cost, energy consumption and execution time 

of each resource ‘y’ is given as follows: 

 
nconsumptioenergyRtimeexecQtexecPf  cos       (2) 

 

Where P, Q and R represent the weights of the elements 

to prioritize in the fitness function. 

 

B.1. Minimization of Execution Cost: 

 

It is defined as the cost incurs to execute the tasks in the 

cloud which is measured in dollars ($). 

 

,1,1)),(min(cos mjniwherejyixcttexec     (3) 

 

Where ),( ixjyct  represents the cost incurred for 

executing the task ‘xi’ on resource ‘yj’. 
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Where X is the collection of tasks, ),( jyixcl   represents 

the completion time of the task ‘xi’ on resource ‘yj’. 
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B.2. Minimization of Execution Time: 

 

The timeexec is defined as the completion time of the 

current task Lxand also it is represented as expected 

completion time (ECT)of  task ‘xi’ on resource ‘yj’. 

 

   XixwherexLcltimeexec
i

 ))(min(                  (6) 

  Before computing the execution time of the task, the 

completion time of the resource should be calculated. 
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B.3. Minimization of Energy Consumption: 

 

nconsumptioenergy is derived based on the energy 

consumption for utilization of resources. Eq. 9 shows the 

energy consumption of the resources. 

 

ECMiscECTSECMemoryECDCnconsumptioenergy 

                                                                                       (9) 

DCEC denotes the energy consumption of the data center 

utilization, MemoryEC denotes the energy consumption of 

the memory utilization, TSEC denotes the energy 

consumption of the all switching devices. MiscEC represents 

the miscellaneous energy consumption. 

 

Eq. 10 shows the energy consumption at particular time‘t’ 

for resource ‘y’. Here z is the energy consumption of the 

idle resource, maxEC represents the maximum energy 

consumption of the resource, ‘U’ represents the utilization 

of resource. 

 

UECzECzyitEC  max)1(max)(,            (10) 

IV. OPTIMIZED SCHEDULING MECHANISM USING ACO 

ALGORITHM 

The Ant Colony Optimization algorithm has the 

advantage of solving the optimization problems with 

different combination solution set. The ACO algorithm 

solves the resource scheduling problem by simulating the 

ants foraging process. As an initial step, the ants choose the 

random paths to reach their desired targets. After reaching 

the targets, the ants calculate the fitness of the path by 

estimating the pheromone value. Finally, the path with 

highest fitness value will be chosen as optimal solution to 

the problem. 

A. Fitness Function 

Fitness function is used to estimate the quality of the 

solution. According to the resource scheduling mechanism, 

this paper considers three objectives such as minimizing the 

cost, reducing the energy consumption and minimizing the 

execution time. Eq. 11 shows the fitness function for the 

proposed ACO approach. 

                 
)min()( ffFit 
                     

(11) 

B. Pheromone Update 

The ants find the optimal path based on the strength of the 

pheromone. Therefore, it is important to update all possible 

path pheromone value. The pheromone update mechanism 

is given in Eq. 12. 

 

),(),()1(),( jyixjyixjyix               (12) 

Where ),( jyix is the pheromone of the scheduling 

set ),( jyix ,α is the evaporation factor of pheromone, 

),( jyix represents the incremental value of the 

pheromone.  
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Where δ is the constant value. If the three elements in the 

fitness function are smaller, the pheromone value will be 

higher. 

The implementation procedure of optimization scheduling 

using ACO algorithm is given in Algorithm 1. 

 

Algorithm 1: Optimization scheduling using ACO algorithm 

(OSACO) 

Input :{x1,x2…xm} -> set of tasks 

{y1,y2…yn}->set of resources 

Imax -> maximum iterations 

Output: Scheduling ),( ji yx  

Step 1:Begin 

Step 2:  Initialize the searching procedure by distributing the 

ants over resource yj; 

Step 3: For each ant do 

Step 4:         For each task xi do 

Step 5:              find the next possible path 

Step 6:         End for 

Step 7:     calculate the fitness function by using the Eq. 11 

for all paths 

Step 8:       If yi meets the requirements of the QoS 

requirements then 

Step 9:       Assign the yj to xi 

Step 10:     perform pheromone update using the Eq. 12 and 

13. 

Step 11:     End If 

Step 12:   End For 

Step 13:  until it reaches the Imax 

Step 14: End 

V. SIMULATION SETUP AND RESULT ANALYSIS 

The proposed model is simulated using the efficient cloud 

simulation tool called as CloudSim tool kit [21]. The 

resource tasks and resource characteristics are given in 

Table 1 and Table2. Client application tasks are modeled as 

independent and resources are modeled as heterogeneous in 

the simulation environment.  

 
Table 1: Task configuration details 

 

Parameter Value 

File size [100, 1000]MB 

CPU length  [200, 1500] MIPs 

Output Size [40-80]MB 

Number of Tasks  [20-100] 

Output Size [40-80]MB 

 

 

 

Table 2: Resource configuration details 

 

Parameter Value 

RAM [1028-4096] MB 

Storage [10-30]GB 

CPU Computing capacity [1860-2660] MIPs 

Bandwidth 200 M/s 

Cost [2-5]$/unit time 

 

The performance of the OSACO algorithm is compared 

with the existing algorithms such as traditional ACO 

algorithm [22], Genetic algorithm [23] and DVFS-

MODPSO algorithm [24]. The constant value for the 

iteration is taken as 100 for both in proposed and existing 

algorithm. The simulation environment tested 20 groups of 

different P,Q,R and γ combinations.  

A. Result Analysis  

The experiment is performed with different number of tasks 

(20-100) for QoS verifications. 

 

Case1: Execution Cost with respect to Number of Tasks 

 

Figure 2 shows the execution cost of the tasks with respect 

to 2 resources. It is observed that the increase in number of 

tasks leads to the increase in the execution cost. As the tasks 

increases, OSACO performs better compared to the ACO, 

GA and DVFS-MODPSO. The performance of the OSACO 

algorithm is better due to the ability of resource adjustment 

at runtime. The minimum cost of the proposed OSACO 

algorithm is 10$ for 20 tasks and maximum cost is 48$ for 

100 tasks which is given in Table 3. 

 
Table 3: Comparison of Execution cost with respect to OSACO, ACO, GA, 

DVFS-MODPSO 

Number 

of Tasks 

Algorithms 

OSACO ACO GA DVFS-

MODPS

O 

20 10 12 14 18 

40 18 21 24 28 

60 27 29 32 36 

80 36 39 43 46 

100 48 52 54 59 

 

Case 2: Energy Consumption with respect to Number of 

Tasks 

 

 Within the increase in the number of tasks will 

automatically increase in the energy consumption. Figure 3 

shows the performance of the proposed model with respect 

to energy consumption. The minimum value of the OSACO 

is recorded as 5J for 20 tasks and maximum value is 

recorded as 19J for 100 tasks. The OSACO average energy 

consumption is recorded as 12J which is shown in Table 4. 

It is better compared to the ACO, GA and DVFS-

MODPSO. 

 
Table 4: Comparison of  Energy Consumption with respect to OSACO, 

ACO, GA, DVFS-MODPSO 

Number 

of Tasks 

Algorithms 

OSACO ACO GA DVFS-

MODPS

O 

20 5 8 12 7 

40 9 12 15 10 

60 12 18 21 14 

80 15 20 25 16 

100 19 24 28 21 
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Figure 2: Execution Cost Vs Number of Tasks 

 

Case 3: Execution Time with respect to Number of Tasks 

 

From Figure 4, it is observed that the proposed OSACO 

algorithm has better performance in terms of execution time 

compared to the ACO, GA, DVFS-MODPSO algorithms. 

The execution time recorded for OSACO algorithm is 23% 

lesser than the ACO, 29% lesser than the GA and 27% 

lesser than the DVFS-MODPSO algorithms which is shown 

in Table 5. 

 

Case 4: Execution cost with respect to Number of Resources 

 

Within the increase in the number of resources leads to 

the increase in the execution cost. Figure 5 shows the 

execution cost of the resources for 20 tasks. It is identified 

that the cost of OSACO algorithm recorded as 4$ for 2 VMs 

and the maximum cost is recorded as 20$ for 10VMs which 

is given in Table 6. The OSACO algorithm shown minimal 

cost compared to the ACO, GA and DVFS-MODPSO 

algorithms. 

 

Case 5: Energy Consumption with respect to Number of 

Resources 

 

With the increase in the number of resources will 

automatically increase in the energy consumption. Figure 6 

shows the performance of the proposed model with respect 

to energy consumption. The minimum value of the OSACO 

is recorded as 5J for 2 resources and maximum value is 

recorded as 36J for 10 resources. The OSACO average 

energy consumption is recorded as 20.6J which is shown in 

Table 7. It is better compared to the ACO, GA and DVFS-

MODPSO. 
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Figure 3: Energy Consumption Vs Number of Tasks 

 
Table 5: Comparison of Execution Time with respect to OSACO, ACO, 

GA, DVFS-MODPSO 

 

Number 

of 

Tasks 

Algorithms 

OSACO ACO GA DVFS-

MODPS

O 

20 15 24 31 29 

40 25 38 45 42 

60 48 56 61 51 

80 54 69 74 71 

100 69 72 79 75 
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Figure 4: Execution Time Vs Number of Tasks 
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Table 6: Comparison of Execution Time with respect to Number of 

Resources 

Number 

of 

Tasks 

Algorithms 

OSACO ACO GA DVFS-

MODPS

O 

2 4 6 7 9 

4 8 10 12 13 

6 12 14 15 17 

8 16 19 20 24 

10 20 23 24 26 
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Figure 5: Execution Cost Vs Number of Resources 

 
Table 7: Comparison of Energy Consumption with respect to Number of 

Resources 

 

Number 

of 

Tasks 

Algorithms 

OSACO ACO GA DVFS-

MODPS

O 

2 5 8 11 4 

4 12 15 18 8 

6 21 24 26 15 

8 29 32 35 21 

10 36 39 42 24 
 

Case 6: Execution Time with respect to Number of 

Resources 

 

From Figure 7, it is observed that the proposed OSACO 

algorithm has better performance in terms of execution time 

compared to the ACO, GA, DVFS-MODPSO algorithms. 

The minimum value of the OSACO is recorded as 5 sec for 

10 resources and maximum value is recorded as 15 sec for 2 

resources which is shown in Table 8.  
 

Table 8: Comparison of Execution time with respect to Number of 

Resources 

 

Number 

of 

Tasks 

Algorithms 

OSACO ACO GA DVFS-

MODPS

O 

2 15 24 31 27 

4 12 21 27 25 

6 9 16 21 18 

8 7 12 18 16 

10 5 9 14 13 
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Figure 6: Energy Consumption Vs Number of Resources 
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Figure 7: Execution Time Vs Number of Resources 

 

VI. CONCLUSION 

This paper proposed the OSACO algorithm to schedule 

the task to the resources based on the minimization of cost, 

execution time and energy consumption.  Simulation results 

demonstrate that the OSACO algorithm is efficient in 

reducing the optimization parameters. The performance of 

the OSACO algorithm is better due to the ability of resource 

adjustment at runtime. The cost of the proposed OSACO 

algorithm is 10$ for 20 tasks and it is more efficient 

compared to the existing algorithms. The energy 

consumption of the OSACO is recorded as 5J for 2 

resources and maximum value is recorded as 36J for 10 

resources. The proposed method has the efficient 

mechanism to pair the tasks to resources based on the client 

QoS requirements. In future, we will consider different 

factors like availability, reliability and fault tolerance in the 

resources to improve the scheduling mechanism.. 
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